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Abstract. In psychological research, network models are widely used
to study symptoms of mental health disorders. However, these models
often fail to account for uncertainty, leading to potentially misleading
inferences. To address this issue, this study examines the robustness of
psychological networks by analyzing a dataset of risk factors for suici-
dal behavior with multiple network algorithms. We compare two causal
discovery algorithms—Hill Climbing (HC) and TABU search—and the
Gaussian Graphical Model (GGM), a widely used statistical network
model in psychology. Uncertainty is assessed along two dimensions: (1)
the impact of noise, by introducing varying levels of white noise into the
dataset, and (2) the effect of sample size reduction, by systematically
decreasing the number of observations. Our results indicate that both
HC and TABU search are highly sensitive to noise and sample size, with
HC slightly outperforming TABU in terms of precision and recall. GGM
performance declines gradually with increasing noise and sample size re-
duction, leading to sparser networks. For all algorithms, recall declined
at a faster rate than precision. Finally, we examine the robustness of
edges leading to suicidal ideation, finding that the edge from Depression
to suicidal ideation remains relatively stable across conditions. This is a
promising result, since many suicide interventions are based on treating
depressive mood. Our results emphasize the importance of considering
uncertainty in network-based psychological research, particularly when
applying causal discovery algorithms.

Keywords: Uncertainty Quantification - Suicidal Behaviour - Causal
Discovery Algorithms - Gaussian Graphical Model
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1 Introduction

In the last decade, network models have gained increasing popularity in the
social and behavioral sciences. For instance, in psychology, they are particularly
valuable for modeling complex interactions between symptoms [3]. The most
commonly used approach are undirected network models, where edges represent
conditional independence relationships between variables. These are typically
estimated using statistical models, such as Gaussian Graphical Models (GGMs),
which infer edges based on partial correlations [9]. More recently, there has been
a growing interest in causal discovery algorithms [12,16]. These methods are
often used to estimate directed networks, typically as Directed Acyclic Graphs
(DAGS). Unlike GGMs, which capture associative patterns, DAGs attempt to
infer causal structures using, for instance, score- or constraint-based methods.

Recently, increasing attention has been given to the replicability and robust-
ness of network models, with researchers questioning the extent to which reliable
inferences can be drawn from estimated networks [10]. Much of this work has fo-
cused on measurement-related uncertainty, such as how different response scales
or node aggregation methods influence network structures. For example, [14]
showed that using aggregated variables, whether through latent factors or mean
scores, improved the performance compared to single-indicator models.

While this line of research addresses uncertainty on a measurement related
level, it does not focus on uncertainty arising directly from the data, which can
be an especially big issue in psychology [10]. For instance, most psychological
data sets have small sample sizes to begin with. Additionally, some participants
might misinterpret the asked questions or answer dishonestly, for example due to
stigma. As a consequence, the data can become very noisy, which can manifest
as spurious or missing relationships in networks. This is particularly concerning
in clinical psychology, where network models are increasingly used to identify
key symptoms or potential targets for interventions. While multiple studies have
investigated the role of sample size [9,14], other data-related sources of uncer-
tainty, for instance noise, have not been studied in a psychological context yet.
Thus, this study aims to address this gap by evaluating the performance of var-
ious network algorithms using a real data set. Specifically, two sources of data
uncertainty will be examined: noise and sample size reduction.

To examine these effects of uncertainty, this study uses a cross-sectional
dataset derived from [19]. The original authors studied risk factors for suici-
dal ideation through the lens of the Integrated Motivational Volitional theory
(IMV) of suicidal behavior. According to that theory, suicidal thoughts arise
from the interaction of different factors such as entrapment or defeat [19]. Pre-
viously, [7] already used this data to construct various networks using statistical
models, such as GGM. Using this data set, the present study systematically in-
troduces two types of data uncertainty—noise, and sample size—and assesses
their impact on both directed and undirected network estimation. Additionally,
the robustness of the causal edges leading towards suicidal thoughts, under both
noise and data reduction, will be examined.
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1.1 Background and related work

Background Most undirected networks in psychology are based on the pair-
wise Markov random field (PMRF). In these models, when two variables are
connected, it implies conditional dependence, while the absence of an edge signi-
fies conditional independence given all other variables in the network. When the
data follows a multivariate Gaussian distribution, the appropriate PMRF model
is a GGM, described in more detail in 2.2.

A directed acyclcial graph (DAG) is a graph G = (V, E), where V = V;,..V,
represents a set of random variables, also referred to as nodes, and E is a set of
directed edges. In this context, an edge from variable A to B (A — B), indicates
that variable A is considered a potential cause of variable B. However, to make
this kind of conclusions, causal discovery algorithms are usually based on certain
assumptions, such as faithfulness. An in-depth review of them is beyond the scope
of this paper, but see [13] for a more detailed discussion.

There are multiple approaches to learn a DAG from a data set. For example,
score-based algorithms approach this problem from a machine-learning perspec-
tive: they search the space of potential DAG structures to determine the one
that reduces the score of a loss function.

Related Work In computational science, uncertainty in DAGs has been as-
sessed across multiple levels. For instance, there are many proposed extensions
and algorithms that take uncertainty into account [2]. Another strategy is to
induce noise directly into the data. For example, [6] compared different DAG
algorithms on noisy real-world data. Using multiple empirical networks as dif-
ferent case studies, they induced noise by adding missing/incorrect values or
merging variables. They conclude that evaluation based on synthetic data can
overestimate performance by anywhere from 10% up to 50%. [1] arrives at a
similar conclusion.

Both of these studies compared the noisy graph to a reference network, which
was either constructed by the authors themselves (e.g., via simulations) or sup-
plied by experts. However, in social and behavioral sciences, such use of reference
networks is rare: graphs are most commonly only learned from the data. Thus,
to make our study more realistic, we directly learn the graph from the data,
rather than relying on pre-constructed reference graphs.

2 Methodology

For each type of uncertainty, a single experiment will be conducted, resulting in
two experiments in total. Each of them will feature all the algorithms described
below, and will be run over 500 iterations. Following this, the frequency of edges
leading to suicidal ideation identified by the different algorithms will be assessed
under two conditions: varying noise levels and sample size. Thus, an edge is
considered robust if it appears consistently, even under high noise and reduced
sample size.
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The analysis is conducted in R, using the R studio environment [15]. For
the undirected networks, the package bootnet is used [9], while the DAGs were
constructed using bnlearn [17]. Further, tidyverse was used to clean the data and
visualize the results [20].

2.1 Data description

The data comes from a population-based study on wellbeing, and is described in
detail elsewhere [7]. Briefly, variables from the IMV theory were measured using
various psychological questionnaires in the general population. For example, a
question from the Barret Impulsivity scale (BIS), assessing Impulsivity, reads:
"T act on impulse", and can be answered on a scale from 1 (not at all) to 4
(always). For a full overview of all the questionnaires and variables see [7].

To conduct further analysis, a common practice is to create sum scores for
each questionnaire, i.e. to sum up all the observations for each individual per
variable. For example, the BIS questionnaire consists of 30 questions. For each
participant, all 30 scores were added up, reducing the amount of data from 30
raw scores to 1 sum score. For the current analysis, only participants experi-
encing suicidal ideation were used (n = 333), as otherwise the distribution of
the variables would be non-Gaussian. Further, as the different questions were
measured on different scales, all the scores were normalized to a 0 to 100 scale.

2.2 Algorithms for constructing networks from data

Networks are constructed using multiple algorithms. Undirected, statistical graphs
were computed using a GGM, one of the most commonly used algorithms in Psy-
chology [9]. The edges in a GGM represent partial correlation coefficients. To
enforce sparsity in the network structure, the Graphical Least Absolute Shrink-
age and Selection Operator (glasso) was applied, which imposes a penalty on the
inverse covariance matrix, driving small partial correlations to zero [9].

For the DAGs, both the Hill Climbing (HC) and TABU algorithm are used.
HC is a score-based algorithm, relying on a greedy search strategy. It starts
off with an empty graph and makes local moves such as adding/removing an
edge that lower a scoring function. Once a move does not improve the score, the
algorithm terminates, which can result in it getting stuck in a local minimum.
To avoid this problem, an extension of this algorithm was created that allows
lower scoring moves. This extension is called TABU search. For both algorithms,
the default scoring option of the Bayesian Information Criterion (BIC) will be
used.

Each algorithms depends on a set of hyperparameters. For example, for
TABU, the number of recent moves can be modified. This kind of memory serves
the purpose of not revisiting older moves again. In our experiments, we used all
the default settings, as outlined in Table 1.
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Table 1. Software and Hyperparameters for each algorithm.

Algorithm Software|Default Hyperparameters

Gaussian Graphical Model (GGM)|bootnet |gamma = 0.5, number of tested lambda
values = 100, Ratio of lowest lambda
value compared to maximal lambda =
0.01

Hill Climbing (HC) bnlearn |random restarts = 0, scores = BIC

TABU Search bnlearn |tabu list = 10, escapes = 10, scores =
BIC

2.3 Data Augmentation

The data was modified in two different ways. First, white noise was induced in
the data set. Using a fixed amplitude «, we add an absolute noise level a% (in
percentage points of the normalized 0-100 scale) by drawing from:

d; ~ Uniform([—a, +a))

where ; refers to the added noise to the ith observation. Thus, the noisy ith
observation ;™ is defined as:

nois;

with z; being the original, i.e. unmodified, observation. For example, if the noise
amplitude is @ = 10, then §; € [—-10,+410], so a point at x; = 50 is perturbed
somewhere in [40, 60]. Thus, as §; has the same range for every observation, the
variance of the added noise is constant across all observation (i.e. homoscedastic)
- a condition necessary for the GGM. Since the range of the data is bounded
between 0 and 100, values above or below these thresholds are clipped. Second,
data quantity was compromised. Here, rows of the observed data were randomly
removed according to a percentage. For example, if this quantity percentage is
20%, then 67 randomly chosen rows would be removed, and the graph would be
estimated based on the remaining 266 observations instead of 333.

2.4 Evaluation metrics

Evaluation in this context refers to how well the graph based on modified data
performs in comparison to the graph learned from the original non-modified
data. It should be noted, that in this sense, there is no "ground truth" network,
since the true model is not known when working with an empirical data set. As
the main goal is to estimate the impact of noise relative to the original data,
the network learned from the non-augmented data will be used as a "reference".
Subsequently, the graph based on the non-augmented data will be referred as the
original graph. A similar use of reference graphs was also previously done by [13],
who evaluated different DAG algorithms on empirical data sets without knowing
the true underlying structure. Their study, however, relied on an fMRI data
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set and one composed of cause—effect pairs—both of which differ substantially
from the types of data typically encountered in clinical psychology. Our use of
reference graphs also implies that for all three algorithms, the baseline graphs
will be different. Three scoring metrics are calculated for each experiment:

1. Precision: Measures the proportion of predicted edges that are actually
present in the original graph. It is calculated by dividing the True Positive
rate (TP) by the sum of TP and False Positives (FP).

2. Recall: Measures how many true edges from the original graph are success-
fully recovered by the noisy graph. It is calculated by dividing TP by the
sum of TP and False negatives (FN).

3. F1: The F1 score is the harmonic mean between Recall and Precision, and
is a commonly used metric in the field of DAGs. It is defined as:

Pl 2 % Precision * Recall

Precision + Recall

Even though the F1 score is the mean of both precision and recall, it can
still be informative to look at all three scores. The reason is that a low F1 score
does not tell us whether it is low due to recall or precision.

3 Results

3.1 Baseline results

Figure 1 displays the baseline graphs. The GGM is very densely connected com-
pared to the HC and the TABU algorithm: the average degree for the GGM is
appoximately 9, while for HC and Tabu it is approximatly 2. On the other side,
the HC and the TABU algorithms do not differ much. The main differences ap-
pear to be the direction of the edges. For instance, in the HC algorithm, feelings
of defeat (Def) lead to stress (Str), while in the TABU graph this direction is
reversed. The centrality measures degree and betweenness are shown in Table 2.
Despite these structural differences, the nodes connected to suicidal ideation
appear consistent across the algorithms: suicidal ideation is linked to thwarted
belongingness, depression, mental well-being, and feelings of defeat. These as-
sociations are supported by prior empirical research [5]. Other empirically sup-
ported links, such as those between depression and perceived burdensomeness
or impulsivity, are also present [7].

3.2 Uncertainty: Data Noise

Figure 2 shows the results for noisy data. Overall, the impact of noise is quite
significant: 20% noise already results in a F1 value of less than 0.8 . HC slightly
outperforms TABU search, both in regards to precision and recall. The added
noise also had a higher impact on recall compared to precision, meaning that
the noisy graph is less prone to false positive edges, but misses many edges that
were present in the original graph (high false negative).
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Gaussian Graphical Model Hill Climbing TABU search

Fig. 1. Baseline graphs for the three algorithms. In the Gaussian graphical model,
edge thickness reflects the strength of the partial correlation. Blue edges represent
positive relationships, while the red ones the negative. Since Hill Climbing and TABU
are structure learning algorithms, no edge weights are assigned. The symptoms are
described in Table 2.

For the GGM, the performance gradually decreases up until 50% noise. After
that, a slight increase in precision can be observed. A potential reason for this
could be that the graph is becoming more sparse: the original graph contains
75 edges on average, which decreases to 59 edges for 50% noise, and further
drops to 30 edges for 80% noise. As the number of the detected edges declines,
so does the number of false positives. This decrease is happening at a faster rate
compared to the decline in true positives, leading to an increase in precision®.

This pattern is also visualized in Figure 3. The edges detected under higher
levels of noise are usually around nodes with high centrality, such as feelings of
defeat (Def) or Perceived Burdensomeness (PB) in the example of Figure 3.

3.3 Uncertainty: Data Quantity

Figure 2 shows the results for reducing the data quantity. As the sample size
decreases, both precision and recall decline, with recall exhibiting a higher de-
crease across all three algorithms. HC and TABU perform similarly, though HC
consistently outperforms TABU by a small margin. This is not surprising, since
TABU can be viewed as an extension of HC. The performance of the GMM

5 From 50% to 80% noise, the true positives drop by ~ 46%, while the false positives
drop by =~ 63%.
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Table 2. Degree centrality (Cp) and betweenness centrality (Cg) of nodes for GGM,
Hill Climbing, and TABU graphs. The term in the bracket of the Node column refers
to the abbreviation used in the plotted graphs.

Node CD GGM CD HC CD Tabu CB GGM CB HC CB Tabu
Depression (Dep) 12 7 7 40 7 0
Perceived 12 6 6 18 7 6
Burdensomeness

(PB)

Defeat (Def) 11 8 8 46 18 15
Resilience (Res) 11 4 4 34 0

Suicidal Thoughts 10 4 4 4 2 1
(si)

External 10 6 6 34 15 13
Entrapment (Een)

Stress (Str) 10 5 5 4 8 1
Mental Well-being 9 8 8 54 10

(MW)

Social Perfectionism 9 2 2 0 0 0
(SoP)

Mental Imagery 9 3 3 0 4 1
(MelI)

Thwarted 8 5 5 26 10 9
Belongingness (TB)

Internal Entrapment 8 4 4 30 4 2
(Ien)

Optimism (Opt) 7 1 1 0 0 0
Acquired 7 3 3 4 2 2
Capabilities (Acq)

Social Support (SoS) 7 1 1 4 0 0
Exposure to Suicide 6 1 1 0 0 0
(Exp)

Impulsivity (Imp) 4 2 2 0 1 0

gradually decreases as well, but at a smaller rate compared to the causal dis-
covery algorithms. Similar to the noise experiment, the GGM becomes sparser
as the sample size decreases. While the retained edges are largely correct, many
true edges from the original graph are omitted, likely due to the loss of power
(see Figure 4). This results in a relatively high precision and low recall. Notably,
when 80% of the data is missing, the graph is estimated to be empty in approx-
imately 8% of the cases. When 90% of the data is missing, the graph is empty
every time.

3.4 Uncertainty: Causal Edges leading to Suicidal Ideation

In the baseline HC graph two edges lead to suicidal ideation: depression and
defeat, while in the TABU graph only depression leads to suicidal ideation. Fig-
ure 5 depicts the frequency of the edges across various noise levels and sample
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Results for Noise Experiment
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Fig. 2. Simulation results for all the evaluated uncertainty types across the causal
discovery algorithms. The first plot depicts the results when adding noise and the
second one for the reduction of the sample size. The errorbars correspond to the IQR
range of observed values.

sizes (over 500 iterations). Depression — Suicidal ideation appears to be rela-
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Original Graph Graph with 30% Noise Graph with 80% Noise

Fig. 3. GGM graph examples with noise. The graph on the left is the original graph,
learned from the unmodified data, while the graph in the middle was learned with 30%
noise and the one on the right with 80% noise. For node legend see Table 2.

tively robust across both noise and sample size reductions. At 40% noise, the
edge was found in approximately 75% of the cases in both HC and TABU al-
gorithms, while for 80% noise, it was slightly below 50%. A similar pattern is
observed when reducing the sample size.

The edge Defeat — Suicidal ideation is also relatively stable in the HC al-
gorithm, although less than Depression — Suicidal ideation. From 20% noise
onward, the frequency of this edge declines faster than for Depression — Suici-
dal ideation, so that at 60% noise, it is only present in half of the cases. When
reducing the sample size, a similar trend is observed: up until 40% of the data is
removed, both edges are present in over 70% of the cases, but when 60% of the
data is removed, Defeat — Suicidal is present in only half of the cases. For the
TABU algorithm, this edge was not examined, since it was not present in the
baseline graph in Figure 1.

4 Conclusion

This study examined the impact of data-related uncertainty—specifically noise
and data reduction—on the estimation of psychological networks. Overall, we
found that the network structures were highly sensitive. Both HC and TABU
search in particular were especially affected, with HC slightly outperforming
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Original Graph Graph from 80% missing data

Fig. 4. GGM graph examples with compromised sample size. The graph on the left is
the original graph, learned from the unmodified data, while the graph on the right was
learned with data with 80% missing observations, meaning only 67 rows of observations
were used instead of the full 333. For node legend see Table 2.

TABU search. The GGM graphs mostly became very sparse, with high noise or
data reduction resulting only in few estimated edges.

Among the edges leading to suicidal ideation, the edge from depression to
suicidal thoughts remained consistently detectable across both noise and sample
size. This is a promising result, implying that intervening on depressive mood
could lead to changes in suicidal thinking. Indeed, there are multiple trials sug-
gesting that targeting depressive symptoms can lead to lower suicidal ideation
[11,18]. There are also specific suicide interventions, such as PROSPECT-an in-
tervention for elderly people- whose main goal is to target depressive symptoms
[4]. For a review of depression-based suicide interventions see [8].

Lastly, although this study is one of the first to examine data-related uncer-
tainty in a psychological data set, there are a few limitations. For instance, we
examined only one data set, meaning that for slightly different data, the results
could be very different. Additionally, we examined only the network structure
and did not analyze the parameter weights. Since determining the structure of
a graph is typically the first step before estimating parameters, it is arguably
a more critical aspect. Nevertheless, future research should further investigate
the influence of data-related uncertainty on the edge weights. Despite these lim-
itations, our study represents an important first step in exploring the impact
of data-related uncertainties within a real psychological dataset. By highlight-
ing the sensitivity of network structures to noise and data reduction, it lays the
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Results for Noise Experiment
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Fig. 5. Results for the experiments of the robustness of the edges leading to suicidal
ideation for the Hill Climbing and TABU algorithm. The top plot depicts the results
for the noise experiment and the bottom plot for the sample size. The y-axis refers to
the frequency in percentage of the observed edges, averaged across all the observations.
The error bars represent 95% confidence intervals.

groundwork for future research aimed at improving network estimation methods
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in the context of psychological data.
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