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Abstract. Quantum Machine Learning (QML) has emerged as a promis-
ing field at the intersection of quantum computing and Machine Learning
(ML), offering new possibilities for enhanced data processing and classi-
fication tasks. In particular, quantum kernel methods have demonstrated
potential advantages over their classical counterparts in high-dimensional
feature mapping. In the transition toward more sustainable energy, Power
Quality Disturbance (PQD) classification is crucial for ensuring grid sta-
bility amid growing renewable energy integration. Rapid and accurate
detection of disturbances enables timely corrective actions to maintain
reliable power supply. Support Vector Machines (SVMs), a class of su-
pervised ML models based on kernel methods, have been widely used
for PQD classification due to their strong generalization capabilities. In
this paper, we integrate a quantum approach into the SVM framework
and propose a novel quantum-classical dual kernel SVM that outper-
forms both purely classical and purely quantum kernel SVMs on an S-
transform PQD dataset. By incorporating a weighting strategy between
classical and quantum kernels, we develop a robust and highly accu-
rate PQD classification model, achieving an average accuracy of 98.46%
across all noise levels. To the best of our knowledge, this is the first
application of a quantum-classical dual kernel SVM in power system ap-
plications, thereby demonstrating QML’s potential to enhance real-world
classification.

Keywords: Quantum machine learning - Support vector machine- Power
quality disturbance - Classification.

1 Introduction

Quantum computing exploits core quantum phenomena—superposition, entan-
glement, and interference—to enable computations that can exceed classical ca-
pabilities in certain domains. By leveraging superposition, a qubit can represent
multiple states simultaneously, providing quantum parallelism and thereby facil-
itating more efficient pattern recognition. Entanglement further enriches feature
encoding by creating strong correlations among qubits, enhancing optimization
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and machine learning in complex models. Recent advancements have demon-
strated that quantum machine learning (QML) can harness these quantum ef-
fects to improve tasks such as classification, clustering, and kernel-based learning
beyond that possible with purely classical methods [5]. To achieve this, Havlicek
et al. [11] and Schuld [23] independently observed how data features could be
mapped into a potentially infinite-dimensional space by introducing a quantum
feature map that enables feature separability utilizing a kernel method, leading
to improved classification performance in supervised ML techniques, especially
in support vector machines (SVMs).

One crucial application is the classification of power quality disturbances
(PQDs). PQDs arise when key electrical signal waveform parameters—both
magnitude and frequency—deviate from nominal operating conditions. These
deviations, or distortions, can significantly degrade the reliability and stability
of the power grid, potentially leading to equipment damage [2], blackouts, and
costly downtime for industrial and commercial operations [4]. Addressing PQDs
is especially critical in modern grids that integrate variable renewable energy
(VRE) sources, such as solar and wind. While these sources reduce greenhouse
gas emissions, their dependence on intermittent natural energy inputs exacer-
bates waveform distortions, including harmonics, flicker, and other fluctuations
in the grid [10, 29]. Distributed generation, including rooftop solar photovoltaics
(PV) and local wind turbines, further amplifies these disturbances, especially
at the district utility level [1,9,27]. Accurately detecting and classifying diverse
PQD types requires robust analytical methods, as the main challenge lies in
distinguishing multiple overlapping disturbance signals. Failure to address these
disturbance types accurately can lead to significant economic losses, making
PQD classification a crucial concern for safeguarding grid reliability and effi-
ciency.

In this paper, we introduce a quantum-classical dual kernel SVM, a novel ap-
proach that seamlessly integrates quantum computing into the traditional SVM
framework to enhance PQD classification. By leveraging a dynamic weighting
strategy between classical and quantum kernels, our model effectively captures
complex and overlapping features in PQD data, leading to superior classification
performance. Our method outperforms both purely classical and purely quantum
kernel SVMs, achieving a remarkable 98.46% average accuracy across all noise
levels. Our results demonstrate that this quantum-classical dual kernel approach
successfully balances the strengths of both paradigms across various hyperpa-
rameters and noise levels in PQD datasets, paving the way for more robust and
accurate PQD classification in modern power systems.

This paper is organized as follows. Section 2 discusses related work in PQD
classification, using either classical or quantum ML techniques. In Section 3, the
SVM formulation is briefly discussed for classification purposes, together with
classical and quantum kernel methods. Section 4 presents our quantum-classical
dual kernel method in PQD classification. In Section 5, experimental results are
presented and analyzed followed by conclusions in Section 6.
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2 Related Work

ML techniques have significantly enhanced the accuracy and adaptability of
PQD classification. Review articles [3, 7,19, 22] offer critical and comprehensive
discussions of a wide range of power quality (PQ) feature extraction methods
and PQD classifiers. Notably, SVMs stand out for their effectiveness in handling
large feature sets and delivering robust and stable classification results. In PQD
classification, Cerqueira et al. [8] used SVMs to demonstrate an improved per-
formance in classifying standard types of PQD compared to traditional methods
such as optimal time-frequency representation (OTFR).

In PQD feature analysis and extraction, Igual et al. [14] used the Stock-
well transform (S-transform) [25] on synthetic PQD datasets yielding both time
and frequency resolutions of PQDs as they provide localized information about
the disturbances which are time- and frequency-varying in nature. In general,
PQD types are addressed in accordance with IEEE Recommended Practice for
Monitoring Electric Power Quality [12].

For classical kernel SVMs, Lin et al. [18] presented a multiclass one-versus-
one (OvO) SVM application in PQD classification and demonstrated that the
results were better than those of an artificial neural network (ANN) on the
IEEE 14-bus power system with seven PQD types. Similarly, Borrés et al. [6]
applied an OvO-based SVM to classify disturbance ratios for optimal multi-event
classification in power distribution networks, achieving an average accuracy of
94.2%. Furthermore, Tang et al. [26] conducted extensive experiments to verify
a composite (linearly combined) kernel function, with time, frequency, and raw
PQD signals as features assigned to each of the three kernels, on different noise
levels across 24 PQD features. When using traditional S-transform data with
the kernel SVM method alone, they achieved an average accuracy of 94.71%.

While classical ML methods have been widely used for PQD classification,
recent advancements in QML techniques [17] have introduced new possibilities
for improving classification accuracy. In particular, the quantum kernel method
exhibits matrix computations similar to those in classical kernel-based SVMs,
giving rise to quantum SVM for regression and classification tasks.

Wang et al. [28] introduced what they claimed to be the first application of
quantum SVM (QSVM) as a QML approach, based on one-versus-the-rest (OvR)
binary classification approach, to classify seven types of PQD under different
noise conditions, achieving accuracy in the range of 87% to 95%. The main
focus of their paper is the training time, achieving a superior time complexity
of O(n?log(n)) compared to classical SVM.

3 Support Vector Machine

SVMs are a type of supervised learning algorithm used for classification tasks.
In this setting, each training sample is provided as a pair {(x;,v;)}~ ;, where
x; € R? is a d-dimensional feature vector representing the input data and y; €

{—=1,+1} is its corresponding binary label indicating class membership.
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3.1 Soft-Margin SVM Formulation

For datasets that are not perfectly separable, the soft-margin SVM seeks to find
a hyperplane that maximizes the margin while allowing some misclassifications.
In this formulation, the model parameters include the weight vector w, which is
perpendicular to the hyperplane, and the bias b that shifts the hyperplane. Slack
variables & > 0 are introduced to permit violations of the margin constraints,
and C > 0 is a regularization parameter controlling the trade-off between margin
maximization and the penalty for misclassifications.
The primal optimization problem is formulated as

N
o1 2 : T

_ . . . >1—& > 1

mll)n‘S 2||WH —I—CE & subject to  y;(w'x; +b) &, & >0, (1)

i=1

which minimizes the norm of w (thus maximizing the margin) while penalizing
the slack variables ¢; scaled by C. By applying Lagrangian duality with multi-
pliers «; for each constraint, the dual form is obtained as

N N
maXa Y0~ 3 D=1 % 0 Yy K (X, ;)
subject to Zf\il a;y; =0, (2)
0<a; <C, i=1,...,N.

Here, a; are the Lagrange multipliers corresponding to each training example,
and the kernel function K (x;,x;) replaces the inner product x,' x; to enable the
method to operate in a high-dimensional feature space, thereby constructing
non-linear decision boundaries. The constraint Zf\; «o;y; = 0 ensures that the
solution appropriately balances the contributions of both classes.

3.2 Kernel Methods in SVM

Although linear SVMs can be effective, many real-world datasets—such as those
involving PQDs—exhibit non-linear relationships that cannot be adequately cap-
tured by a single linear decision boundary. To address this, SVMs leverage kernel
functions to implicitly map data into higher-dimensional feature spaces where
linear separation is more likely.

Kernel Trick Rather than explicitly computing the transformed coordinates
of each data point, SVMs employ pairwise kernel evaluations. Given a mapping
¢ : R* — H, from Mercer’s theorem [20], the kernel function is defined as

K(xi,x;5) = (o(xi), d(x;)). (3)

This approach, known as the kernel trick, allows one to compute the inner prod-
ucts in H without explicitly forming the mapping ¢(x) which is computationally
expensive.
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Common Kernel Functions Various kernel functions have been employed
successfully in classification tasks:

Linear Kernel: This is the simplest kernel, often serving as a baseline or used
when data is close to linearly separable. The kernel is defined as

K(xi,%;) = X, X;. (4)

Radial Basis Function (RBF) Kernel: This kernel can capture localized non-
linear relationships and is frequently used when the data has complex boundaries.
The kernel is defined as

K (xi,%;) = exp(—llx: — x|). ()

Polynomial Kernel: Tt encapsulates polynomial relationships of degree d, with ¢
controlling the relative contribution of higher-order terms. The kernel is defined
as

K (xi,%;) = (x] x; + )", (6)

Regardless of the specific kernel, the SVM training process remains the same;
only the dot products in the optimization problem are replaced by kernel evalu-
ations, providing a powerful and flexible framework for capturing complex pat-
terns in data.

3.3 Quantum Feature Maps and Kernel Computation

Quantum Feature Maps A mapping ¢ : X — H, where X C R? is a classical
input space and H is a quantum Hilbert space, is called a quantum feature map.
The map ¢ transforms classical data x — |¢p(x)) for all x € X where |¢(x))
are features in quantum space. In practice, this is realized by a parameterized
quantum circuit U(x) acting on an n-qubit reference state |0>®”:

6(x)) = U(x) |0)*". (7)

Since an n-qubit system spans a Hilbert space of dimension 2", even moderate
n can yield extremely high-dimensional encodings compared to classical feature
maps.

Typical encodings allow each component of x = (z1,...,z4) to parameter-
ize single-qubit or multi-qubit gates, such as rotations R.(z;), or more complex
entangling operations. The aim is to exploit quantum phenomena (e.g., superpo-
sition and entanglement) so that the resulting feature map captures non-trivial
relationships in data that may be difficult to represent classically.
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Feature Map Encoding One commonly used quantum feature map is the
ZZFeatureMap, which repeats a parameterized circuit pattern over several layers
or repetitions. Formally, we can write:

r

V() = T][Vent(00) Uron (%), ®)

k=1

where r is the number of repetitions, U,ot(x) typically encodes the input fea-
tures x as single-qubit rotations, and Uy (0x) applies an entanglement pattern
(e.g., linear, circular, or full) among the qubits. By adjusting both r and the en-
tanglement pattern, we control how strongly the feature map exploits quantum
correlations:

— Repetition Increasing r repeats the encoding and entangling layers multiple
times, potentially creating richer quantum states that capture higher-order
interactions.

— FEntanglement Pattern Defines which qubits become entangled. Common op-
tions include:

e Linear Connects qubits in a chain, e.g., 1-2, 2-3, etc.

e Circular Connects qubits in a ring, e.g., 1-2, 2-3, ..., (n — 1)-n, and
n—1.

e Full Applies entangling gates between all pairs of qubits.

These hyperparameters (r and the entanglement pattern) can be tuned to
balance expressivity against hardware noise and computational overhead. In
practice, choosing an overly complex entangling scheme or too many repetitions
may lead to vanishing gradients.

Quantum Kernel Computation Once two data points x and x’ are mapped
to the quantum states |¢(x)) and |¢(x’)), we define the quantum kernel as the
squared magnitude of their overlap:

Ko(x,x) = [(8(x) | o(x"))]*. (9)

In our proposed quantum-classical dual kernel SVM framework, we linearly
combine the quantum kernel with an hyperparameter-tuned classical kernel,
thereby harnessing the complementary strengths of both paradigms. In the fol-
lowing section, we explain PQD classification with the dual kernel SVM method-

ology.

4 Quantum-Classical Dual Kernel Methodology

4.1 Power Quality Disturbance Datasets

Datasets The S-transform PQD datasets are directly acquired from the IEEE
Dataport repository [13] based on the work of Igual et al. [14] discussed in Sec-
tion 2. The datasets comprise nine PQD types: normal, sag, swell, interruption,
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oscillatory transient, harmonics, voltage fluctuation, sag with harmonics, and
swell with harmonics. To reflect real-world scenarios, different signal-to-noise ra-
tios (SNR) are incorporated into each dataset—namely, noiseless, 50 dB, 40 dB,
30dB, and 20 dB—arranged in ascending order of noise level.

Features Each dataset includes eight features derived from the S-transform of
synthetic PQD signals, yielding a time-frequency matrix [25]. The important
features of the S-transform matrix are expressed in terms of Time-maximum-
Amplitude (TmA) and Frequency-maximum-Amplitude (FmA) plots as described
in Table 1.

Table 1. Description of S-transform-derived time-frequency features

Feature Description
1 Average absolute value of the S-transform matrix row
Standard deviation of TmA-plot
Maximum value of TmA-plot
Minimum value of TmA-plot
Number of peaks in the TmA-plot
Standard deviation of FmA-plot between the 3'T and 7*" harmonics
Standard deviation of FmA-plot above the 3™ harmonic
Number of points near zero in one cycle minus the typical number of
points found in an undistorted signal

Q| | O T = | W[ N

4.2 Classification Workflow and Techniques

Data Preparation The raw data, stored in comma-separated value (CSV)
format, are organized into directories based on their noise level (noiseless, 50 dB,
40dB, 30dB, and 20dB). Each CSV file contains the eight S-transform-derived
features for a specific PQD type. The file-naming convention uses an initial
numeric label indicating the PQD type, which is extracted and used as the
ground truth label during processing. CSV files are read using the defined feature
columns and sorted by the numeric label at the start of each filename. This
ensures that the label associated with each dataset is correctly assigned.

Data Preprocessing After loading, individual files are concatenated into a
single DataFrame per noise level. The raw feature data are then preprocessed
through a pipeline implemented in Scikit-learn [21]. In this study, experiments
are carried out using 75% of the data as training while the remaining 25% is
used for kernel testing. The pre-processing steps shown in Figure 1 include: 1)
StandardScaler normalizes the features to zero mean and unit variance, 2)
Principal Component Analysis (PCA) reduces dimensionality while retaining
95% of the variance, and 3) MinMaxScaler rescales the PCA-transformed data
into the [0, 1] range, which can be advantageous for subsequent model training.
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4.3 Quantum-Classical Dual Kernel Training

Classical Kernel In the classical kernel setting, we explore three kernel func-
tions from equations (4) to (6) by using multi-class one-versus-one (OvO) SVM
function in Scikit-learn libraries to capture the decision boundary in a high-
dimensional, implicitly mapped feature space. Their corresponding hyperparam-
eters are tuned for the best result.

Quantum Kernel To harness potential quantum advantages, we adopt a quan-
tum kernel method that computes a kernel matriz from feature-encoded quan-
tum states. Specifically, we use FidelityStatevectorKernel to measure the
overlap (fidelity) between any two quantum states as in equation (9). IBM Qiskit
[16] provides a quantum kernel interface which is compatible with Scikit-learn
and uses the same multi-class SVM approach. This enables accurate estimation
of the quantum kernel which can be plugged into the kernel term in equation
(2). In this way, we can explore the regularization parameter C' of three different
entanglement patterns of a quantum kernel.

Dual Kernel To leverage the strengths of both kernels, we propose a quantum-
classical dual kernel approach which linearly combines the quantum kernel ma-
trix K, with a classical kernel matrix K_.:

Kaual = aKq + (1—0[)Kc, (10)

where o € [0, 1] is a weighting parameter balancing quantum against classical
contributions by adaptively tuning o based on grid search cross-validation per-
formance. The details of model and hyperparameter tuning are given in the next
section.

5 Experimental Results and Analysis

5.1 Model and Parameter Tuning in Dual Kernel SVM Workflow

In Table 2, we present the models and their detailed hyperparameter tuning
results in each kernel by showing their classification accuracy under severe 20
dB signal-to-noise ratio (SNR) PQD dataset. In the quantum kernel, with two
repetitions, the Circular entanglement pattern achieves the highest accuracy at
92.90%. In the classical kernel, the polynomial (poly) kernel demonstrates the
best standalone performance of 92.60% with its respective optimal hyperparam-
eters. Especially, the best classical regularization parameter C is used for the
dual kernel method in the next step.

Consequently, the adaptive dual kernel method involves tuning a weighting
parameter «. This parameter determines the influence each kernel has in the dual
kernel scheme, and its adaptive tuning is crucial because it allows the algorithm
to respond to different noise levels automatically. In the dual kernel, the best-
performing combination for 20 dB SNR is the dual Circular—poly kernel with
o = 0.45, giving the accuracy of 93.49%.
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Fig. 1. Quantum-Classical Dual Kernel SVM Workflow with Adaptive Model and Pa-

rameter Tuning
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Table 2. Models and Parameters Tuning in Dual Kernel Method Under 20 dB SNR

PQD data with 20 dB SNR

Quantum Classical
Entanglement|Cy | Acc.(%)|Kernel (o | | ¢ |Acc.(%)
Linear 10 [91.12  |linear 100 |- - - 92.31
Circular 10(92.90 |poly 100 |4.0 |1.0 |0.0 {92.60
Full 10191.12  |rbf 100 |- 1.0 |- 92.60

Dual kernel with varying «
Quantum (Circular) — Classical (poly)|0.10 |0.30 {0.45 [0.70 [0.90
Accuracy (%) 92.90(93.20(93.49|93.20(92.90
Best Dual Kernel Accuracy with o = 0.45:  93.49%

5.2 Overall Performance of Adaptive Dual Kernel

Table 3 shows that the adaptive quantum-classical dual kernel achieves a higher
average accuracy across all noise levels than any single kernel alone. Ultimately,
this adaptive approach maintains an overall average accuracy of 98.46% across
different noise conditions. With its standard deviation of 2.80%, this provides
strong evidence of robust performance.

Table 3. Overall Performance of Adaptive Quantum-Classical Dual Kernel Across
Noise Levels

Quantum Classical Quantum-Classical Dual Kernel

K, Acc.(%)| K. |Acc.(%)|Kdual Mean + Std. Dev.
Linear [97.69 |linear|97.45
Circular[97.99 |poly [98.28 |Adaptive Dual Kernel Acc. |98.46% + 2.80%
Full 97.10 |rbf |97.93

5.3 Performance Under Different Noise Levels

In Table 4, we illustrate the adaptive performance of three quantum kernels with
different entanglement patterns and three classical kernels for each level of noise
in the PQD datasets, together with the optimal dual kernel weighting parameter
«. Despite variations in noise levels, the dual approach consistently delivers high
performance. The small standard deviations indicate that the accuracy is robust
and stable across different experimental settings. The noiseless and 50 dB noise
levels exhibit optimality over a wide range of «, whereas other noise conditions
have a narrow range or an optimal value of a. We explain the results for each
noise level as follows:

Noiseless The algorithm within the training pipeline selects the Linear entan-
glement pattern for the quantum kernel over other patterns because it achieves

ICCS Camera Ready Version 2025
To cite this paper please use the final published version:
DOI] 10.1007/978-3-031-97570-7_14 |



https://dx.doi.org/10.1007/978-3-031-97570-7_14
https://dx.doi.org/10.1007/978-3-031-97570-7_14

Quantum-Classical Dual Kernel SVMs for Power Quality Classification 11

the same high accuracy (99.11%) as the Full entanglement while offering faster
training due to its simpler, shallower circuit. This makes it more efficient and
scalable for quantum hardware. Additionally, when paired with the best classical
kernel (polynomial, 99.70%), the Linear quantum kernel forms a robust dual ker-
nel that maintains high accuracy (99.11%) across a wide range of mixing ratios
(o from 0.4 to 1.0).

50 dB In this low-noise dataset, the Linear and Circular quantum kernels both
achieve perfect classification accuracy, matching that of the polynomial and RBF
classical kernels. The resulting quantum-classical dual kernel also achieves 100%
accuracy across all a values.

40 dB In this dataset, the Linear and Circular quantum kernels both achieve
an accuracy of 99.41%, which is slightly lower than in the 50 dB case. All three
classical kernels yield identical accuracies of 99.70%, highlighting the strong
classification capabilities of the classical methods. The dual kernel formed by
combining the Linear quantum and linear classical kernels (Linear—linear) also
achieves an accuracy of 99.70% at a = 0, indicating that there is no quantum
kernel contribution.

30 dB Under this higher-noise condition, the accuracies of both quantum and
classical kernels decrease. However, combining the Linear quantum and poly-
nomial classical kernels (Linear—poly) allows the dual kernel to reach 100%
accuracy. This demonstrates that the dual kernel can outperform individual ker-
nels by leveraging the complementary strengths of both quantum and classical
components.

20 dB At 20 dB SNR, all kernels are significantly affected. The Circular quan-
tum kernel achieves an accuracy of 92.90%, while the polynomial and RBF clas-
sical kernels each yield 92.60%. Mixing the Circular quantum kernel with the
polynomial kernel results in a dual kernel accuracy of 93.49%, showing a notable
improvement over either kernel used alone.

6 Conclusions

In this paper, we analyze the performance of a quantum-classical dual kernel
on S-transform synthetic PQD datasets, which comprise the nine most common
power quality disturbances at different noise levels. Results indicate that the dual
kernel method generally performs better than either quantum or classical kernels
in terms of accuracy using an adaptive tuning method. With an overall dual
kernel accuracy averaging 98.46% over an optimal range of weighting parameter
(«), this approach demonstrates both robustness and reliability for power quality
disturbance detection and classification.
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Table 4. Adaptive Quantum-Classical Dual Kernel Performance on each Noise Levels

Noiseless

Quantum Classical Quantum-Classical Dual Kernel
K, Acc.(%)|K:  |Acc.(%)|Kaual with a* = 0.4 — 1.0|Accuracy
Linear [99.11 |linear(97.01

Circular(98.82  |poly [99.70 |Linear — poly 99.11%
Full 99.11 |rbf |99.11
50 dB SNR

K, Acc.(%)| K. |Acc.(%)|Kaual with o™ = 0.0 — 1.0|Accuracy
Linear [100.0 [linear|99.70

Circular|100.0 |poly [100.0 |Linear — poly 100.0%
Full 99.70 |rbf |100.0

40 dB SNR

K, Acc.(%)|K:  |Acc.(%)|Kaua with a* = 0.0 Accuracy
Linear [99.41 |linear|99.70

Circular{99.41 |poly [99.70 |Linear — linear 99.70%
Full 97.93 |rbf |99.70

30 dB SNR

K, Acc.(%)| K.  |Acc.(%)|Kaua with o™ = 0.2 Accuracy
Linear [98.82 [linear|98.52

Circular|98.82 |poly [99.41 |Linear — poly 100.0%
Full 97.63 |rbf |98.22

20 dB SNR

K, Acc.(%)|K:  |Acc.(%)|Kaual with a® = 0.45 Accuracy
Linear [91.12 [linear|92.31
Circular|92.90 |poly [92.60 |Circular — poly 93.49%
Full 91.12 |rbf {92.60

These findings motivate further research into adaptive tuning strategies in-
volving other ways to combine two or more kernels into a single, comprehensive
kernel capable of achieving improved performance. Kernel methods are not lim-
ited to classification tasks; they are also widely used in regression and can be
applied to various modern power system problems. Additionally, extending the
analysis to larger or more diverse datasets could help validate the scalability and
generalizability of the dual kernel SVM approach.

In the future, this framework can be applied to real-time PQD features, using
more advanced techniques of detection. Additionally, PQDs can be combined to
create richer feature sets, reflecting real-world scenarios where different types of
PQDs often occur simultaneously. This work demonstrates the potential power
of quantum computers in solving the challenges of renewable energy integration
in future smart grids.
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