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Abstract. In this work we present a node-level performance analysis of
an adaptive resolution scheme (AdResS) implemented in ls1 mardyn .
This is relevant in simulations involving a very large number of parti-
cles or long timescales, because it lowers the computational effort re-
quired to calculate short-range interactions in molecular dynamics. An
introduction to AdResS is given, together with an explanation of the
coarsening technique used to obtain an effective potential for the coarse
molecular model, i.e., the Iterative Boltzmann Inversion (IBI). This is ac-
companied by details of the implementation in our software package, as
well as an algorithmic description of the IBI method and the simulation
workflow used to generate results. This will be of interest for practition-
ers. Results are provided for a pure Lennard-Jones tetrahedral molecule
coarsened to a single site, validated by verifying the correct reproduction
of structural correlation functions, e.g. the radial distribution function.
The performance analysis builds upon a literature-driven methodology,
which provides a theoretical estimate for the speedup based on a refer-
ence simulation and the size of the full particle region. Additionally, a
strong scaling study was performed at node level. In this sense, several
configurations with vertical interfaces between the resolution regions are
tested, where different resolution widths are benchmarked. A comparison
between several linked cell traversal routines, which are provided in ls1
mardyn , was performed to showcase the effect of algorithmic aspects on
the adaptive resolution simulation and on the estimated performance.

Keywords: Molecular dynamics · Adaptive resolution · Iterative Boltz-
mann Inversion

1 Introduction

Molecular dynamics has become a prevalent tool for analyzing diverse phenom-
ena at the atomistic detail. One of its limitations is that for a high number
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of molecules, the runtime can increase tremendously. Most of the computation
time is spent calculating inter- and intramolecular forces between the particles.
One way of decreasing this computational effort, without much loss of physi-
cal meaning in the simulations, is to use Adaptive Resolution Simulations or
Schemes (AdResS) [11, 5, 12].Where a multi-site molecule is replaced by a single-
site equivalent particle located at the center of mass.

In this work, we present results for adaptive resolution using ls1 mardyn [8].
Our focus is on what performance trade offs occur between different widths
of the resolution regions and the provided traversals. Further details on ls1
mardyn and the used cell traversal schemes used in this work can be found
in [2, 7]. Our benchmarks are limited to the speedup as presented in [3], due
to simplicity and higher focus on computational performance. Alternatively, a
more physics-oriented approach can be found in [1].

In section 2, the fundamental theory of AdResS is presented, together with
the details on how to generate an effective potential for coarsened molecules. It
is followed by section 3, where implementation details and algorithmic aspects
are described. Finally, section 4 gives validation results based on a tetrahedral
molecule scenario together with a performance analysis based on the previously
mentioned factors. The conclusion presents our final observations and a perspec-
tive on further work to be done in ls1 mardyn .

2 Theoretical Background

2.1 Adaptive Resolution

Adaptive resolution was first presented for a Lennard-Jones fluid in [11], where
a fine-grain, molecular representation composed of several sites is coarsened to
a single interaction site placed at the center of mass (COM). Therefore, the
fine-grain model is called full particle (FP) and the coarsened is referred to as
the coarse-grain (CG) model. As show in fig. 1, these molecular representations
do not interact with each other directly, but indirectly through a mixed model
involving both the multi- and single site representations. The widths of the
resolution regions are determined heuristically, making sure they are at least
larger than the cutoff radius to avoid inter-resolution interactions.

In the hybrid (HY) region, the forces are given by

Fαβ = w(xα)w(xβ)F
FP
αβ + [1 − w(xα)w(xβ)]F

CG
αβ , (1)

where w(xα) is a weight function whose value depends on the molecules within
the HY region, and F FP

αβ and FCG
αβ are the forces corresponding to the interactions

between the FP and CG sites, respectively.
The weight function is defined as in [17],

w(x) =


1 in FP

cos2
[

π
2 dHY

(xHY )
]

in HY

0 in CG

(2)
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Node-level Performance of Adaptive Resolution in ls1 mardyn 3

with the widths of the HY region given by dHY . The coordinate xHY refers to the
position of the COM of a given molecule over the x-axis, measured with respect
to the center of the domain. It can be seen that the function w(x) has zero value
in the CG region and one in the FP, while in the HY region it is smooth and
monotonic.

HY CG

0

 FP

x-axis

Fig. 1. Schematic representation of an AdResS simulation. The different resolution
regions are labeled as hybrid (HY), coarse-grain (CG), and full-particle (FP). Addi-
tionally, the respective molecular level of resolution is show for each region. Their
respective widths are given. The dotted (red) line describes the used weight function.
The x-coordinate shows that the domain is centered at the origin.

2.2 Effective Potential

After generating an equilibrated phase space of only FP molecules, it is necessary
to obtain a potential that governs the interactions between CG particles in the
domain. With this purpose, the Iterative Boltzmann Inversion (IBI) proposed
in [13] is used, which is used to obtain an effective potential, UCG. The appli-
cation of the force field derived from this potential result in the preservation of
a predetermined structural correlation function from the original FP reference
domain. A commonly used approach, is to obtain UCG that reproduces the ra-
dial distribution function (RDF), which provides a statistical description of how
the density varies with respect to the distance to a reference particle, of the
equilibrated FP phase space up to a predefined tolerance. In [11] it is mentioned
that for phases of low density, an accurate first guess is defined as

UCG
0 (r) = −TκB ln (gref(r)) , (3)
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which is called the potential of mean force (PMF), where T is the ensemble
temperature and κB is Boltzmann’s constant, see [10, 6]. It provides a good
approximation to the ideal gas behavior at low densities and a good starting
point for the iterative process. Then, the iterative process uses a correction step
given by

UCG
i+1(r) = UCG

i (r) + αT κB ln

(
gi(r)

gref(r)

)
, (4)

where the second term can be understood as a correction ∆Ui(r) to the previ-
ously found potential. The correction ∆Ui(r) can be multiplied by a step-size
α ∈ [0, 1], as in [6].

Moreover, the reference RDF, gref(r), is found as the average of an FP sim-
ulation at the same thermodynamic state through standard techniques such as
binning. In this sense, every update of the potential represents a simulation
where the current RDF, gi(r) is computed. Therefore, after several IBI-updates,
the potential converges to the required effective potential UCG(r). Further in-
formation on coarse-grain potentials can be found in [14].

3 Algorithmic Aspects

Within this work, the AdResS features were implemented in the open-source
software ls1 mardyn [8], using its plugin functionality. The simulations are sep-
arated into three different phases. First, an equilibration phase, where an FP-only
domain comprised of N molecules is equilibrated for a given number of steps.
The reference RDF, gref(r), is subsequently measured and imported to the next
phase. The equilibration is followed by an effective potential phase, which is
based on the experiments presented in [6], the effective potential is computed
using a CG-only simulation and IBI. The initial molecular positions are based
on the molecular COMs of the equilibrated phase space generated in the equi-
libration phase. The output of this simulation is UCG(r), which describes the
interactions between CG pairs. Finally, the AdResS simulation phase is per-
formed, as sketched in fig. 1, where the HY region is an interface between the
CG and FP molecules. The converged effective potential is used for the interac-
tions involving CG molecules.

3.1 IBI Implementation

The mathematical aspects of the computation of the effective potential via the
IBI method were described in section 2.2. Here, an algorithmic description is at-
tempted while illustrating practical aspects for practitioners, thus algorithm 1 is
included to provide more insight regarding IBI implementation in ls1 mardyn .
Further details can be also found in [14, 10].

In algorithm 1, the steps used for an implementation of the IBI method are
given. Starting from a CG-only domain, the reference RDF is used to compute

ICCS Camera Ready Version 2025
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-97570-7_4

https://dx.doi.org/10.1007/978-3-031-97570-7_4
https://dx.doi.org/10.1007/978-3-031-97570-7_4


Node-level Performance of Adaptive Resolution in ls1 mardyn 5

the initial guess, UCG
0 , for the potential and forces. This RDF has been previ-

ously computed from an equilibrated FP phase space. In order to compute an
effective potential that reproduces the gref(r), an only-CG particles domain is
used. Therefore, the CG particles are assigned initial positions corresponding to
the COM of the multi-site molecules of the equilibrated phase space.
The simulation will run for N total steps or until convergence of the poten-
tial is reached. Updates of the potential require an averaged gi(r), therefore a
step stride NIBI controls how often a correction is computed and applied. As
mentioned in section 2.2, a step size α can be used to decrease numerical over-
shoots of the correction. Additionally, a tolerance parameter ϵIBI is given. The
convergence is measured using the fit parameter given in [6] as

eRDF = 1−
∑bins

b=0 (|gi(rb)− gref(rb)|)∑bins
b=0 (|gi(rb)|+ |gref(rb)|)

, (5)

where rb are the centers of the profiling bins, bins is the total number of used
bins in the profiler, and a eRDF closer to one means better convergence.

Algorithm 1 Iterative Boltzmann Inversion
Require: N ,NIBI,α,ϵIBI , equilibrated phase space
1: Read in gref(r)
2: Coarse grain phase space
3: Compute initial guess UCG

0 with eq. (3)
4: for i = 0....N do
5: Average gi(r)
6: Compute intermolecular forces using ∇xUCG(r(x))
7: if N mod NIBI = 0 then
8: if (1.0 − eRDF) ≤ ϵIBI then
9: Return effective potential UCG(r)

10: End simulation
11: end if
12: Potential update using eq. (4)
13: end if
14: end for

The data points of the discrete vectors, gi(r) and gref(r), are located at
the centers of the bins used to measured the correlation functions. A linear
interpolation is used to find values within the discrete correlation functions, and
central finite differences are used to compute the gradient of the CG potential.

3.2 AdResS Performance in ls1 mardyn

The computation of the short-range forces using ls1 mardyn is implemented
with the linked cells data structure, which divides the domain into equally sized
cubic cells. The edge size of these cells is usually set equal to the cutoff radius,
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(a) c08 base step (b) c08 coloring pattern

(c) c04 coloring (d) sliced coloring

Fig. 2. OpenMP-based parallelization schemes in ls1 mardyn. (a) Compact stencil of
pairwise force evaluations between cell pairs. (b) Coloring scheme leveraging compact
stencil from (a). Cells of same color can be interacted with the stencil pattern si-
multaneously, whereas a synchronization/barrier is required after finishing each color.
Depicted for four colors in 2D (eight colors in 3D, respectively). (c) Alternative col-
oring approach using only 3 colors in 2D (four colors in 3D, respectively). (d) Slicing
approach, in which slices of cells are traversed with the compact stencil simultaneously.
Locking mechanisms at the interfaces between the slices circumvent racing conditions.
For details, see [15].

rc. Additional halo cells are introduced, either for the implementation of the
minimum image convention when simulating periodic boundary conditions or
for communication between processes after domain decomposition. The pairwise
forces then imply the traversal of all the cells and their neighbors, to find all the
molecular pairs within rc.

Moreover, an efficient computation of the aforementioned forces requires that
this traversal is performed in an equally optimal manner. In ls1 mardyn this
is achieved by the implementation of node-level partitioning schemes, based on
OpenMP parallelization, as introduced in [16] for the c08 and sliced traversals
and in [15] for the c04. These routines are reproduced for ease of convenience
in fig. 2. By optimizing the total number of neighbor cells traversed for each
base cell, the ls1 mardyn traversals avoid race conditions and allow to actively
apply Newton’s third law equality Fij = −Fji for a force from particle j acting
on particle i to halven the overall number of force calculations.

As sketched in fig. 1, an adaptive resolution simulation involves three reso-
lution levels of the same molecule. In algorithmic terms, this implies that there
might be cells which include a mixture of representations. This fact can have
a positive or negative impact on the performance of the simulation depending
on which traversal is used, thus making this aspect non-trivial. As a result, the
selection of the traversing routine and the size of the resolution regions have a
fundamental role in the performance of an AdResS-enabled simulation.
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Regarding the AdResS regions, we follow the methodology given in [3], which
provides an equation to calculate the expected speedup in terms of the size of the
FP and HY regions. This is viewed in terms of a reference, FP-only simulation,
whose runtime tFP is compared against that of the AdResS simulation tAdResS

as tFP/tAdResS. For this purpose, we make use of the generalized equation for
the AdResS speedup, given in [3] as the inverse of

tAdResS/tFP = v +

(
1 +

dHY

dTOT
− v

) (
tF,FP/tFP

P 2
+ 1− tF,FP/tFP

)
, (6)

v =
dFP + dHY

dTOT
, Stheo :=

1

tAdResS/tFP

the portion of the domain occupied by the HY and FP regions, where multi-site
forces need to be computed; and dHY,FP,TOT the length of the HY, FP, and
domain, respectively, in the x-axis. The variable P stands for the total number
of sites which will be coarsened in the CG region, e.g. four for a tetrahedral
molecule. Moreover, eq. (6) does not depend on the absolute simulation time,
but on the ratio between the time spent computing forces tF,FP and the total
time tFP. In this way, we can measure the performance of each traversal given in
fig. 2 with respect to the theoretical speedup computed by the inverse of eq. (6),
in terms of the used region configuration.

4 Results

4.1 Validation results

The simulations in this section were generated using the tetrahedral molecule
scenario, as described in [11], using ls1 mardyn . This is a pure Lennard-Jones
molecule with four sites, fixed bond lengths, and no intramolecular interactions.
For all molecules, the Lennard-Jones parameters are ϵ = 0.01 and σ = 1.0, and a
site mass of m = 1.0. We attach no intentional physical meaning to these values,
as the focus of our work lies on the computational and algorithmic aspects;
however, these parameters are used for the reduced units. All the results were
obtained in a cube-shaped domain with a = 36.845 and a total of N = 5324
molecules at T ∗ = 1.0, which includes the artificially added particles due to
halo cells. These halo, or ghost, cells are used for the implementation of the
periodic boundary conditions. Therefore, the number density is approximately
ρN ≈ 0.106. As previously mentioned, these experiments were carried out with
the linked cells data structure, for which the cell size and cutoff radius are set
to rc = 3.0. This allows for several cells to be located in each resolution region.
The show correlation functions were profiled with the binning method, using 200
bins. Only Lennard-Jones reduced units are specified in all cases.

Our first results are related to the validation of the implemented IBI and
AdResS functionalities, from sections 2 and 3 respectively. Based on the scheme
presented in section 3, after obtaining an equilibrated phase space, the effec-
tive potential was computed via a completely coarsened domain. As previously
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Fig. 3. Reference radial distribution function (solid line), gref(r), for a four-site LJ
molecule at T ∗ = 1, compared against the RDF obtained with the computed effec-
tive potential (triangular points) using IBI in algorithm 1. The RDF generated by an
AdResS-enabled simulation with dFP = 10 reproduces the reference structure (dashed
line).

mentioned, the coarse molecules consist of a single site. The IBI method in algo-
rithm 1 was configured with NIBI = 103 simulation steps between each potential
update, see eq. (4). In all cases α = 1.0, as in the single-state IBI in [6]. Addi-
tionally, the algorithm converged when the total simulation steps, N = 105, were
reached or when a similarity of ϵIBI = 0.9970 was reached. In our implementa-
tion, a decrease of convergence was also considered as a stopping condition. The
value for ϵIBI was chosen based on the results given in [6].

A comparison between the reference RDF, and RDFs generated in coarsened
phase space and an AdResS simulation, is shown in fig. 3. In ls1 mardyn , the
cell traversal limits the found pairs to the cutoff radius, hence the computation
of the RDF is limited to pairs within rc. In the figure, it can be seen that a
simulation using only coarsened molecules and the computed effective potential,
can correctly reproduce the reference RDF to the predetermined tolerance ϵIBI .
This allows us to use this potential for CG interactions in an AdResS-enabled
simulation, which is shown in fig. 3 as the RDF for only the FP region with
dFP = 10. The latter was averaged for 3 · 104 simulation steps.

Additional validation results are given in fig. 4. The IBI convergence is shown
for the coarse-grained domain. It shows convergence after seven potential up-
dates. Since the reference RDF is generated in a previous phase, the stride NIBI

allows for an averaged gi(r) to be obtained before the application of eq. (4),
which reduces the error introduced by the instantaneous sampling of the cor-
relation function. The effective potential after seven corrections of the initial
guess shows signs of the sampling noise. This could be improved on by filtering,
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as in [13], or by a larger NIBI. However, we decided to use the data without
filtering since no negative impact was observed from the noise.

 0.997

 1

 0  1  2  3  4  5  6  7

Eq.(5)

e R
D

F

step

 0

 1

 2

 3

 1  2  3

U(r)CG

U
(r

) C
G

r

Fig. 4. (left)IBI convergence with NIBI = 103 simulation steps between potential up-
dates. (right) The effective potential, whose corresponding intermolecular forces repro-
duce gref(r).

Artificial density gradients have been reported between the interfaces of the
resolution regions. For our implementation, these are shown in fig. 5 for the
number density across the whole domain. It is possible to correct them by the
addition of a thermodynamic force, Fth, as in [9]. Since we follow the method-
ology given in [3], we decided not to include this correction in our experiments
yet.

These density gradients consist of deviations from the bulk density, ρ0, which
are introduced by the lack of thermodynamic balance between the HY with the
CG and FP regions, e.g. [11, 9, 17]. In fig. 5, the values have been normalized by
ρ0, and the bulk density is shown as a reference. Although the profile presents
some differences with what is reported for this case study in the literature, [11,
10, 4], it is not the focus here to test the results of AdResS for complete physical
correctness, but to study its parallel properties in ls1 mardyn . Thus, we assume
that the validation results provided in this section attest to a sufficiently working
implementation for the purposes of this work.

4.2 AdResS Speedup

In this section, we draw a comparison between the different ls1 mardyn linked
cells traversals, described in section 3.2. Our analysis is based on the AdResS
performance metrics described in section 2 and based on [3]. With these metrics
we attempt to evaluate how AdResS impacts the performance of the simulation
for each traversal in ls1 mardyn , as well as how these traversals affect the ex-
pected speedup with respect to an FP reference simulation. As benchmarking
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Fig. 5. Normalized number density profile, ρN (r) for an AdResS-enabled simulation
using a tetrahedral-molecule with Lennard-Jones sites. A single-site at the COM was
used for the coarse-grain molecular model in the CG regions. A 100k time step average
is shown.

scenarios, we use the tetrahedral molecule described in section 4.1 and compare
it to a scenario based on the tetrahedral molecule previously used together with
a domain with dimensions (432× 48× 48). This allows us to compare the perfor-
mance of AdResS in ls1 mardyn at increasing computational capacities, since
the larger domain is run at node saturation.

Table 1. Total runtime, tFP, of each tested traversal using an FP-only tetrahedral
molecule scenario, with tF,FP the corresponding runtime spent on force computation.
The theoretical speedup of (6) uses these values as a a base for the estimation. Results
are shown for both the rectangular and cubic domains.

Domain size (432, 48, 48) (36.845, 36.845, 36.845)

Traversal tFP tF,FP/tFP tFP tF,FP/tFP

c04 3.7987 0.6163 4.5375 0.8258
sliced 3.8246 0.6129 10.19 0.8366
c08 4.2436 0.6621 2.4067 0.7824

For every traversal, simulations with varying FP and HY region widths, that
is dFP and dHY, were performed in the HSuper 4 distributed memory system.
4 https://portal.hpc.hsu-hh.de/
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Each HSuper node is equipped with a dual-socket Intel Icelake CPU, featur-
ing a total of 2x36 compute cores and 256 GB RAM. We focus on node-level
performance and therefore conducted single-node experiments. Every individual
scenario was measured five times, for 250 simulation steps, and averaged, to
account for computational jitter between production runs. As mentioned in sec-
tion 3.2, every traversal is first benchmarked in an all-FP simulation from which
tFP is obtained. This time is then used for the theoretical speedup computation,
see eq. (6), whereas the real speedup Ssim is measured as

Ssim = tFP/tAdResS, (7)

with tAdResS the runtime measured from a simulation configured with dFP ̸= 0
and dHY ̸= 0. For our experiments, the ratio between dHY and dFP was chosen
heuristically and only for performance measurement purposes. The underlying
physical of aspects of these dimensions, were not accounted for in these simula-
tion runs.

In table 1, the average wallclock times for every traversal is presented. The
traversals for the rectangular prism domain were tested using a full HSuper node,
i.e. 72 cores. On the other hand, the cubic domain was tested with 32 cores for
the c04 and c08 traversals, and 6 cores for the sliced. In both scenarios, it
was attempted to create slices of a single resolution, when using the sliced
traversal. Additionally, the performance metrics are in terms of the FP times,
not in terms of the absolute runtime. The ratio of time spent computing the
short-range forces to the total simulation time, tF,FP/tFP, is given in the second
column for each domain. This ratio is required in eq. (6), and illustrates further
differences in performance within the ls1 mardyn implementation. It is seen
that at node saturation, the c04 traversal perform better than the others in
terms of the overall time. Nevertheless, for a smaller computational load on the
node there is a better performance in terms of tF,FP/tFP, independently of the
runtimes.

We present speedup results each traversal in fig. 6, comparing the expected
against the measured speedup for each traversal in both scenarios. As mentioned
before, several widths for the FP and HY region were tested for vertical inter-
faces inside the simulation domain. Differences in the node-level performance are
visible, between each domain size. In the rectangular domain, it is seen that for
larger values of dFP, the theoretical speedup is below the reference time. This can
be related to the presence of large HY regions, which imply the computation of
multi-site forces across a larger portion of the volume. Therefore more multi- and
single-site forces must be computed. On the other hand, the cubic domain per-
forms closer to the predicted speedup, however there is a loss of performance with
respect to Stheo. Additionally, for both scenarios there is the AdResS-introduced
overhead that could slow down the simulations. One of the slow-down factors is
that the potential was generated using IBI in algorithm 1, which was based on
a bin-based tabulation of the RDF, therefore the potential and forces are also
tabulated instead of computed from a hard-coded analytical expression as is the
case for the Lennard-Jones potential. Another AdResS-specific implementation
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factor in ls1 mardyn , which could have decreased the speedup, is the fact that
the resolution of every molecule is checked at the end of every step. Moreover,
the force computation requires the previous determination of the interacting
resolutions, thus adding a previous step for every pairwise interaction. Never-
theless, for small-sized FP and HY regions, there was a speedup with respect to
the FP-only simulation. And for the large values of v, the real speedup follows
the theoretical one.

 1
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Stheo Ssim

dFP v c08 c04 sliced

0 0 2.6369 1.3160 2.3682 1.2378 2.3506 1.1956
12 0.0833 2.2123 1.2634 2.0249 1.1426 2.0214 0.9747
60 0.2546 1.7291 1.1818 1.6245 1.0877 1.6173 0.9106
90 0.4722 1.2948 1.0857 1.2401 1.0108 1.2363 0.8902
116 0.7778 0.9481 0.9668 0.9206 0.9223 0.9187 0.8688
216 0.9491 0.8782 0.9338 0.8620 0.9031 0.8608 0.8580

ϵrms,theo 0.6538 0.5854 0.6582
ϵrms,ideal 0.5606 0.6233 0.7045

Stheo Ssim

dFP v c08 c04 sliced

0 0 3.753 2.959 4.429 3.689 4.646 3.174
1 0.081 2.936 2.473 3.321 2.603 3.433 2.749
5 0.271 1.993 1.699 2.143 1.376 2.184 1.946
7.5 0.475 1.455 1.356 1.527 1.144 1.546 1.725
10 0.783 1.024 1.056 1.056 0.989 1.064 1.097

ϵrms,theo 0.3863 0.5482 0.6703
ϵrms,ideal 0.6294 0.4732 0.4872

Fig. 6. (top) The computed speedup, Ssim, of the tested linked cell traversing routines.
(bottom) Speedup data for increasing v, with dHY = v dTOT−dFP. Where dTOT = 432
and dTOT = 36.845, respectively for each scenario. For each traversal, the left column
gives the theoretical speedup Stheo, see eq. (6), based on the respective reference tFP

in table 1. The right column shows the measured speedup Ssim computed using the
runtimes measured in an AdResS simulation with the specified resolution regions in
the leftmost columns, dFP and v, the RMSE with respect to the ideal scenario and the
expected speedups in fig. 6 is given in the last rows of each table. Fo

In addition to the speedup per traversal, an inter-traversal comparison is
given with respect to an ideal scenario in fig. 6. This is motivated by the fact
that the speedup values in fig. 6 and the runtimes in table 1 do not compare
the traversals with each other, but against the performance in terms of tFP.
Therefore, we propose to use the average of tF,FP/tFP for all our measurements
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to create an ideal FP scenario with tF,FP = 0.6304 for the larger domain and
tF,FP = 0.815 for the smaller, and compute the theoretical speedup for the
tested values of v. This is plotted in fig. 6 for each domain, together with the
RMS errors with respect to the ideal scenario and the speedup computed using
eq. (6), ϵrms,ideal and ϵrms,eq. (6) respectively, are provided. It is seen that the
performance of the traversals is negatively affected by the larger x-dimension in
the rectangular domain.

Finally, a strong scalability study was carried out in HSuperfor up to 72
cores for the (432, 48, 48) domain size. The runtimes for 250 simulation steps are
presented in fig. 7. For each of the traversals, the parallel speedup was measured
for v := (0, 0.472, 1). This allows for a comparison between the upper and lower
limit scenarios in terms of size of the FP region and a mixed scenario with
CG molecules in approximately half the domain. It is seen that for the lower
core counts in the sliced traversal, the runtime of the AdResS simulation with
v = 0.472 lies between the limit cases as expected. However, for c04 and c08
the runtimes of v = 0 are not significantly lower with respect to tv=1, which was
also shown for the AdResS speedup study in fig. 6. Still, overall good node-level
scalability is observed, and run times follow the ideal scaling curve rather well.
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t [
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 4
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 256

 1  2  4  8  16  32  64
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s]
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 4
 8

 16
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 256

 1  2  4  8  16  32  64
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s]
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(a) c04 (b) c08 (c) sliced

Fig. 7. Strong scaling runtimes, in seconds, measured for all traversals over 250 simu-
lation steps for the (432, 48, 48) domain size. Times for v := (0, 0.472, 1) are shown for
up to 72 cores. The ideal time tideal is given with respect to the reference run where
v = 1.0.

5 Conclusion

In this work, we describe and analyze the implementation of AdResS in ls1
mardyn . Introductions to AdResS in molecular dynamics and to IBI for the
computation of the coarse-grain effective potential were given. Validation results,
generated using the well-known tetrahedral molecule case study, show that our
implementation can reproduce literature results with minor differences.

ICCS Camera Ready Version 2025
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-97570-7_4

https://dx.doi.org/10.1007/978-3-031-97570-7_4
https://dx.doi.org/10.1007/978-3-031-97570-7_4


14 J. Pinzon et al.

The performance is analyzed in terms of the used geometry, i.e. the size of the
resolution regions, dFP and dHY in terms v in eq. (6), where the multi-site inter-
action forces need to be computed. For this purpose, the speedup was measured
with respect to a reference simulation with only FP molecules, using two different
domain configurations. The results show that for a simulation run not at node
saturation, the measured speedups are slightly below the theoretical values, as
expected due to implementation overheads. And that at node saturation, a non-
cubic domain in an AdResS-enabled simulation, presents performance losses for
increasing v values, which requires further investigation. Nevertheless, it is shown
that the difference between the measured and expected values is dependent on
the used traversal, as well as on the resolution region configuration. It is seen
that for some cases, the measured performance was better than the expected. An
ideal scenario was constructed based on the reference performance ratio. It was
used to compare the traversals to each other. For the cubic domain the measured
speedup follows the theoretical closely, and the results of the rectangular domain
show that none of the traversals could reach the theoretical values for the lower
v. Finally, the strong scalability study for the (432, 48, 48) domain shows that
the traversals do not generally follow the predicted runtime decrease with re-
spect to a full particle simulation and theoretical AdResS speedup as predicted
by eq. (6).

These results will be taken as a starting point for further testing of AdResS
in ls1 mardyn within the context of domain decomposition using distributed-
memory systems.
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