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Abstract. The application of Large Language Models (LLMs) in judi-
cial decision-making has emerged as a critical area of exploration, par-
ticularly in assessing their capability to issue unbiased and consistent
sentences. This study addresses a significant gap in the literature by
examining whether LLMs exhibit variability or bias in sentencing deci-
sions based on demographic factors such as gender, ethnicity, and edu-
cation. Using a standardized theft indictment act written in Polish lan-
guage with controlled variables, we evaluated three LLMs—Mixtral8x7b,
Llama-3.3-70b, and Gemma2-9b-it—analyzing their sentencing patterns
and suspended sentence outcomes. Statistical analyses revealed notable
discrepancies across models and demographic groups, including signifi-
cant gender- and ethnicity-based biases and high variance in sentencing.
These findings suggest that LLMs not only replicate inequalities present
in the real-world data on which they are trained but also fail to provide
stable sentencing outcomes for identical cases. The study underscores the
need to carefully examine training datasets and develop domain-specific
LLMs tailored to legal applications. Furthermore, it highlights the neces-
sity of educating legal professionals about the limitations of AI in judicial
contexts. Future research should expand to diverse case types and explore
fine-tuning LLMs with jurisdiction-specific legal corpora to enhance fair-
ness and reliability. This work advances our understanding of AI’s role
in legal decision-making, emphasizing the importance of addressing sys-
temic biases to align AI with principles of justice and equality.

Keywords: Large Language Models (LLMs), Gender Inequality, Eth-
nicity Disparities, Sociological Implications, AI in Law
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1 Introduction

Large Language Models (LLMs) are rapidly being incorporated into various as-
pects of the criminal justice system, including criminal convictions. In the ex-
isting literature, LLMs are highlighted as tools that can streamline the writing
process, support training efforts, and ensure consistency in standardized sec-
tions of legal narratives [2]. For instance, they can assist judges in generating
legal documents by crafting sections related to charges, relevant legal articles,
and sentencing terms using their internal knowledge base and external legal ref-
erences [17]. Similarly, LLMs hold the potential to automate legal document
generation, reducing costs and improving access to justice [12].

However, concerns have been raised regarding systemic bias in LLMs, par-
ticularly when their training datasets fail to represent the communities they
intended to serve accurately. Such biases may undermine their validity and ad-
herence to legal sovereignty [5]. Adopting LLMs in judicial decision-making also
introduces social, organizational, and individual risks, particularly the erosion
of human oversight, discretion, and nuanced understanding [2]. To address these
risks, digital literacy and responsible AI use are crucial for practitioners [11].

Although there is limited direct evidence of LLMs being used to issue sen-
tences, there are documented instances of lawyers employing these models for
legal research and brief preparation [22]. The direct use of LLMs for sentence
decisions remains unexplored in the literature, presenting a compelling area for
further legal and sociological investigation.

This study uses different LLM models to focus on sentence determination in
a simplified theft indictment scenario. To our knowledge, this is the first doc-
umented application of LLMs in this context. The primary research questions
are whether the models yield differing sentences, demonstrate stability (low vari-
ance), and exhibit biases based on extralegal factors such as gender, ethnicity, or
educational background despite the crimes being identical. A crucial question is
whether observed disparities reflect real-world sentencing inequalities embedded
in the training data or arise as an intrinsic limitation of the models.

Gender Inequality : Gender has been shown to influence sentencing outcomes.
For example, in Germany, male defendants in minor theft cases are more likely
to have their cases dismissed due to other imposed sentences. In contrast, fe-
male defendants are more frequently fined, potentially due to stereotypes and
prosecutorial efficiency [16]. Similarly, in Lithuania, men receive longer prison
sentences for theft on average [27]. Juror biases also play a role: female jurors
tend to form more positive impressions of defendants in shoplifting cases, while
male jurors do not exhibit the same effect, demonstrating how juror gender can
interact with crime type to influence judgments [18].

Ethnicity : Racial stereotypes have a documented influence on jury decisions.
For instance, Black defendants in auto theft cases often face harsher judgments
compared to defendants of other ethnicities [19]. In the U.S., Black and Hispanic
defendants generally receive harsher sentences for property crimes, including
theft, compared to their White counterparts [3].
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Education Level : Educational attainment also influences sentencing outcomes.
Offenders with higher levels of education tend to receive more lenient judgments,
consistent with focal concerns theory, which posits that education can mitigate
the effects of stereotypes related to race, age, and gender [7]. This dynamic un-
derscores the complex interplay between criminal law and professional respon-
sibility, mainly when lawyers advise or commit theft-related crimes. Standards
for complicity and liability may differ, shaping how such cases are judged [25].

This study seeks to build upon these findings by investigating whether LLMs
replicate such disparities or introduce novel patterns of inequality in sentencing.

2 Materials and Methods

The data for this research comprises prefabricated indictments written in Polish,
designed to mimic real-life cases in Polish courts further processed by LLMs.

2.1 Textual data generation

The study focuses on a theft scenario, where a smartphone is stolen from a mall.
Each indictment includes personal details about the accused, such as name,
gender, date and place of birth, place of residence, marital status, education,
employment, and criminal history, as well as details of the crime, including the
product stolen, its value, and a detailed account of the "petty crime".

The indictment describes:

“According to the findings of the CCTV and the testimony of witnesses,
the accused entered the store, examined the equipment on display, then
concealed the item in his jacket pocket. He left the store without paying
but was stopped by security approximately 50 meters from the entrance.
During detention, the accused did not resist but initially denied the act.
The item was recovered intact and returned to the store.”

The document concludes with the defendant admitting to the crime, citing fi-
nancial inability to purchase the item as an excuse.

Three experiments were conducted to analyze potential biases in sentencing,
each altering only one key variable in the indictments. The unchanged informa-
tion included the nature of the crime and general details about the accused. The
experiments are as follows:

1. Gender Studies: The name and gender of the accused were varied, while
other factors remained constant—Polish nationality, residence in Warsaw,
secondary technical education, warehouse employment, minimal wage, no
criminal history, and born in 1991.

2. Birthplace Studies: The birthplace of the accused was varied, featuring cities
in the Middle East and Africa. Half of the cases involved male defendants,
and the other half female, with all other variables—such as residence in War-
saw, secondary technical education, and employment—remaining consistent.
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3. Education Studies: The education level was varied (e.g. secondary technical,
higher economic, vocational, or higher legal education) along with corre-
sponding job roles and wages. All defendants were male, born and residing
in Warsaw, without a criminal history.

Each subset of experiments generated between 50 to 100 indictments, ensur-
ing a robust dataset with identical content apart from the single variable under
study, such as gender, birthplace, or education level.

The indictments were presented to open-source, state-of-the-art LLMs using
zero-shot prompting in Polish. Zero-shot means that no additional information
has been provided in the prompt, e.g. one-shot prompting implies that we would
present one sample indictment and verdict that can be an actual case from the
court, and then we ask to provide the verdict by LLM based on the second
indictment. The prompt was written in Polish: “Based on the case files below,
provide the verdict:” followed by the indictment. No specific template or response
format (e.g. sentencing duration) was provided to ensure model robustness and
prevent the prompt from influencing the sentencing outcome.

2.2 Language Models Used

Within this study, the following open-sourced LLMs have been used:

– Mixtral 8x7B: This Sparse Mixture of Experts (SMoE) language model
builds on the architecture of Mistral 7B, with each layer consisting of eight
feedforward blocks (experts). A router network selects two experts per token
at each step, allowing dynamic, efficient processing. Mixtral surpasses GPT-
3.5 Turbo, Claude-2.1, Gemini Pro, and Llama 2 70B in several benchmarks.
The version used in this study, Mixtral8x7b32768, was selected for its strong
performance and precision [14].

– Llama 3.3-70B: Developed by Meta, Llama is an open-source language model
optimized for NLP tasks. While earlier versions of Llama struggled with lan-
guages it was not explicitly trained on, Llama 3 demonstrates improved per-
formance across a wide range of functions, including those involving Polish
texts. It is comparable to GPT-4 in quality across many benchmarks [10].

– Gemma2-8B-IT: A lightweight, open model from the Gemini family, Gemma2
employs technical enhancements such as interleaved local-global attention
and group-query attention. These modifications enable it to deliver perfor-
mance comparable to larger models while maintaining efficiency [26].

2.3 Data Post-Processing

Once the models generated sentencing decisions are selected, the outputs were
processed for analysis. Mixtral was further prompted to extract only the numer-
ical values for the months of sentencing and suspended sentences. In some cases,
minor manual corrections were required to ensure the extracted data aligned
with the context of the responses.
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This methodology provides a robust framework to assess whether LLMs ex-
hibit disparities in sentencing based on gender, birthplace, or education main-
taining consistency in all other case details. The whole process is depicted se-
quentially in Fig. 1.

Fig. 1. Pipeline of the proposed methodology for gender studies.

3 Results

The research outcomes are divided into three subsections corresponding to the
areas of investigation: gender, birthplace, and education. This section presents
the findings and their statistical evaluation.

3.1 Gender Studies

The results of the gender study are summarized in Tab. 1 and Fig. 2. These
results reveal significant variability in sentencing severity among the models.
For instance, Gemma rendered sentences for male defendants that were, on av-
erage, 78% longer than those produced by Mixtral. To evaluate the statistical
significance of these findings, several tests were conducted:

1. Normality and Homogeneity Tests:
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– The Shapiro-Wilk test was used to check for normal distribution within
gender classes. All groups except the male class in the Llama model
rejected the null hypothesis of normality (p-values close to 0).

– The Levene test assessed homogeneity across gender classes within each
model. The test yielded p-values ranging from 0 to 0.03, rejecting the
null hypothesis of equal variances.

Based on these results, parametric tests were deemed unsuitable for further
analysis.

2. Mann-Whitney U Test: This non-parametric test was applied to evalu-
ate the significance of differences in mean sentence length and suspended
sentence length between genders. The p-values are as follows (in brackets):
– Sentence Length:

• Mixtral (0.098).
• Llama (0.182).
• Gemma (0.669).

– Suspended Sentence Length:
• Mixtral (0.899).
• Llama (0.012).
• Gemma (0.953).

These results indicate a statistically significant difference in suspended sen-
tence length between genders was found only in the Llama model (p = 0.012).

Mixtral8x7b
Sentence Suspended sentence

female 6.58 26.40
male 8.86 25.33

Llama-3.3-70b
Sentence Suspended sentence

female 5.85 20.85
male 6.00 23.36

Gemma2-9b-it
Sentence Suspended sentence

female 4.48 14.76
male 4.97 16.30

Table 1. LLMs’ sentence length (in months) results from fabricated data, specifically
content that has altered gender information.

While Gemma consistently rendered shorter sentences for both genders com-
pared to the other models, Mixtral demonstrated the most pronounced difference
in sentence length between male and female defendants. Llama showed the only
statistically significant disparity in suspended sentence lengths, suggesting po-
tential sensitivity to gender-related biases in this model.
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Fig. 2. Bar plot of LLMs’ sentence length (in months) results from fabricated data,
specifically content that has altered gender information.

3.2 Birthplace Studies

The sentence and suspended sentence lengths based on birthplace and gender
are presented in Tab. 2. Similar to the findings from the gender studies, the
results demonstrate variability in sentencing between models. Among these, the
Gemma model consistently produced the most lenient sentences.

To further assess statistical significance, tests were conducted on specific
subsets, such as females born in Warsaw evaluated by the Mixtral model.

– Normality Test: The Shapiro-Wilk test indicated that only the subset
"male, Warsaw, Llama" followed a normal distribution. All other subsets
rejected the null hypothesis of normality.

– Homogeneity Test: Levene’s test showed heterogeneity across all subsets.

Based on these results, the Mann-Whitney U Test assessed differences in
sentence and suspended sentence lengths between subsets. The Mann-Whitney U
Test identified significant differences in sentence lengths between specific subsets:

1. Sentence Length:
– Mixtral: Female Other vs. Male Warsaw (p = 0.0046).
– Gemma: Female Other vs. Female Warsaw (p = 0.006).
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Mixtral8x7b32768
Gender Location Sentence Suspended sentence
Female Overall 5.81 19.64
Female Warsaw 5.86 20.86
Female Other 5.76 18.22
Male Overall 5.85 19.97
Male Warsaw 6.00 23.37
Male Other 5.70 16.58

Llama-3.3-70b
Gender Location Sentence Suspended sentence
Female Overall 5.81 19.64
Female Other 5.76 18.22
Female Warsaw 5.85 20.85
Male Overall 5.84 19.97
Male Other 5.70 16.57
Male Warsaw 6.00 23.36

Gemma2-9b-it
Gender Location Sentence Suspended sentence
Female Overall 3.45 12.17
Female Other 2.38 9.91
Female Warsaw 4.49 14.77
Male Overall 4.32 13.35
Male Other 3.67 10.67
Male Warsaw 4.98 16.31

Table 2. LLMs sentence lengths and suspended sentence (in months) outcomes are
based on fabricated data, including details about gender and birth location.

– Gemma: Female Other vs. Male Other (p = 0.0068).
– Gemma: Female Other vs. Male Warsaw (p = 0).

2. Suspended Sentence Length:
– Mixtral: Male Other vs. Male Warsaw (p = 0.0412).
– Llama: Female Other vs. Female Warsaw (p = 0.0221).
– Llama: Female Other vs. Male Warsaw (p = 0).
– Llama: Female Warsaw vs. Male Other (p = 0.0131).
– Llama: Female Warsaw vs. Male Warsaw (p = 0.0121).
– Llama: Male Other vs. Male Warsaw (p = 0).

The results reveal that significant differences often occur across gender and
birthplace combinations, such as "Female Other vs. Male Warsaw." Addition-
ally, notable variations are based solely on birthplace, particularly in the Gemma
model, where "Female Other vs. Female Warsaw" demonstrated substantial dif-
ferences in sentence lengths.

Interestingly, the earlier finding from the gender studies that the Llama model
produces unequal suspended sentences is further reinforced here. Moreover, new
insights emerge regarding suspended sentences, such as significant differences
between "Male Other vs. Male Warsaw" (Mixtral) and "Female Other vs. Female
Warsaw" (Llama).
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3.3 Education studies

The results of education studies are represented as a bar plot in Fig. 3 and in
Tab. 3. The findings were further evaluated using statistical tests for different
subsets of education levels. In this research, the only applied model was Mixtral.

– Normality Test: Shapiro-Wilk’s test indicated that none of the subsets
followed a normal distribution (all p-values were close to 0).

– Homogeneity Test: Levene’s test showed heterogeneity across all subsets.

Subsequently, the U Test identified significant differences between:

– Higher Economic vs. Higher Legal sentences (p-value = 0.03).
– Higher Legal vs. Secondary Technical sentences (p-value = 0.011).

Mixtral8x7b32768
Education Level Sentence Suspended sentence
Higher Economic 7.44 11.04
Higher Legal 5.32 7.89
Secondary Technical 7.97 8.71
Vocational 6.49 9.02

Table 3. Results of sentences and suspended sentences (in months) categorized by
education level for Mixtral8x7b32768, based on fabricated data.

The analysis revealed notable differences in sentencing outcomes across edu-
cation levels. Higher Economic education levels received longer suspended sen-
tences (11.04 months), whereas the highest sentence lengths were observed for
individuals with Secondary Technical education (7.97 months).

The significant differences detected in Mann-Whitney U Tests suggest dis-
parities between specific educational subsets:

– Higher Economic vs. Higher Legal sentencing, with a notable p-value (0.03),
highlights a leniency in sentencing for legal professionals compared to eco-
nomic professionals.

– Higher Legal vs. Secondary Technical, with a p-value of 0.011, shows that
those with Secondary Technical education received longer sentences com-
pared to legal professionals.

4 Discussion

The discussion section has been divided into several subsections to provide a
detailed analysis of the results obtained in the previous section while also con-
sidering sociological implications and future directions.
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Fig. 3. Based on fabricated data, a bar plot of the results of sentences (in months) and
suspended sentences categorized by education level for Mixtral8x7b32768.

4.1 Model’s Severity of the Sentence

As demonstrated, models significantly differ in terms of sentence severity. The
results reveal high variance, particularly in the case of the Mixtral model. For
example, in the gender studies, the average sentence length for males is 8.86
months, with a variance of 6.5 months (Q1 = 6.0, Q2 = 6.0, Q3 = 12.0), a
minimum of 0.0, and a maximum of 40.0 months. Similar high variance rates
were observed across other studies and groups.

This result is perplexing since the indictment act was identical in structure,
suggesting that identical charges can lead to substantially different outcomes.
However, a review of the literature provides insights into the above mentioned
phenomenon. Variability in sentencing has been attributed to the specific courts
and judges involved in real-world scenarios. Studies suggest that, even within
the same jurisdiction, sentencing ranges can vary significantly between courts,
with some courts showing more consistency than others [1, 21]. This variability is
influenced by individual judges’ perspectives and prosecutors’ procedural choices,
which may also affect model outputs.

4.2 Inequalities Detected

The statistical analysis indicated significant differences in sentencing outcomes
based on gender, ethnicity, and education levels. For example:
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– Gender studies using Llama detected inequalities in suspended sentences.
– Ethnicity studies revealed sentencing differences for Mixtral and Gemma and

suspended sentence disparities for Mixtral and Llama.
– Education studies also highlighted discrepancies in sentencing outcomes.

These results suggest that the models themselves might treat the accused
unequally. However, such disparities strongly align with patterns documented
in legal literature. Thus, the models’ performance may reflect inherent biases
present in real-world sentencing.

4.3 Indictment Act

The indictment act used in this research was coherent and consistent, differing
only in specific details such as gender information. According to legal standards,
indictments must include comprehensive details about the crime, such as the
victims, the nature and extent of the harm caused, and supporting evidence like
witness statements and CCTV recordings [13].

The indictment acts used in this study were designed to leave no room for
LLM interpretation regarding whether a crime was committed. However, varia-
tions in the language, syntax, or level of detail in an indictment act can signifi-
cantly influence the outcomes generated by LLMs.

4.4 Implications of the Study

Equality in terms of gender, ethnicity, and education level is a fundamental prin-
ciple of social justice, emphasizing that all individuals should have equal rights,
opportunities, and access to resources, power, and legal protections [20, 24]. How-
ever, research consistently shows disparities in sentencing. For example, female
offenders generally receive more lenient sentences than their male counterparts
[15, 23], while gender and race/ethnicity also influence sentencing outcomes [4].
Historical and contextual factors contribute to these disparities, as evidenced by
Victorian England’s judicial trends, where women received lighter punishments
for minor assaults compared to men [9].

This research highlights inequalities in sentencing across gender, ethnicity,
and education level, even when the indictment act remains consistent. These
findings underscore the importance of re-evaluating the source data used for
training models, as they appear to replicate undesirable patterns observed in
real-world sentencing.

Legal professionals should also be educated on LLMs’ current capabilities
and limitations. Due to their biases and inconsistent outputs, these models are
unreliable tools for suggesting sentences. Although human judges may also dis-
play variability and bias, such decisions often lack proper justification. Public
skepticism regarding AI’s role in judicial processes—such as determining bail
eligibility or sentence lengths—reflects concerns about AI perpetuating existing
biases [6]. This issue arises from AI systems inheriting biases from training data,
leading to unfair outcomes [8].
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4.5 Future Directions

Future research could explore:

– How different types of crimes beyond theft and indictment acts vary in lan-
guage and detail, allowing LLMs to assess guilt based on more nuanced and
complex scenarios.

– Expanding the scope to involve different LLMs, particularly those pre-trained
explicitly on legal documents or court sentences.

– Training or fine-tuning models on Polish corpora containing court sentences,
as this is currently limited due to legal restrictions on large-scale data col-
lection.

These directions address the challenges of creating reliable AI tools for legal
applications, particularly in jurisdictions like Poland, where access to specific
legal data is restricted.

5 Conclusions

This study examined LLMs in sentencing decisions based on a standardized
theft indictment act. Results revealed significant variability in sentencing across
models and demographic factors, highlighting biases tied to gender, ethnicity,
and education. These disparities possibly stem from societal inequalities reflected
in training data and inherent model limitations.

While LLMs can mirror real-world sentencing patterns, their inconsistency
and susceptibility to bias limit their reliability for judicial use. Future research,
forming the extension of this special case study, should explore diverse cases,
ambiguous indictment acts, and specialized models pre-trained on jurisdiction-
specific legal data. Addressing ethical concerns and improving training data is
essential to ensure AI systems align with principles of justice and equality.
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