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Abstract. Data-driven reduced-order modeling (ROM) methods are
widely used in aerodynamic flow modeling. They are mainly used to pre-
dict distributed quantities obtained from high-fidelity simulations such as
surface pressure distributions and flow fields. However, such models only
consider the distributed quantities and do not consider the data of the
aerodynamic coefficients which are also available from high-fidelity sim-
ulations. This work proposes a novel supervised ROM architecture that
learns from both distributed quantities and aerodynamic coefficients. The
proposed model is characterized using a transonic airfoil modeling prob-
lem and compared with a standard ROM and neural network model.
The results demonstrate that the supervised ROM architecture can out-
perform a standard neural network by 12% in predicting aerodynamic
coefficients when only using 25 training samples. Even with 300 training
samples, the supervised ROM can outperform the neural network by 1 or
2%. This can be achieved while maintaining the same level of accuracy
as a standard ROM in predicting airfoil surface pressure distributions.
This demonstrates that the proposed model can lead to sample-efficient
aerodynamic modeling by reducing computational cost and enhancing
model accuracy.

Keywords: Reduced-order modeling · Multi-task learning · Autoen-
coders · Deep learning · Compressible flows · Aerodynamics

1 Introduction

Aerodynamic modeling has been a cornerstone of the design process in the fields
of aerospace and automotive engineering. Traditionally, high-fidelity numerical
methods, such as computational fluid dynamics (CFD), have been used exten-
sively to evaluate aerodynamic quantities of interest (QoI), such as flow fields
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and surface distributions. However, the usage of CFD methods for aerodynamic
modeling and design can be prohibited by the high computational cost of these
methods. To mitigate the issue of computational cost, surrogate modeling meth-
ods have been utilized to create cheap-to-evaluate models based on data obtained
from high-fidelity numerical simulations [24].

Data-driven reduced order modeling (ROM) methods are a popular surrogate
modeling strategy for aerodynamics [4]. ROMs provide a parametric mapping
between the inputs and outputs of a high-fidelity simulation that is efficient and
cheap to evaluate. These models are primarily used to predict high-dimensional
aerodynamic data, such as surface pressure distributions and flow fields [12].
These methods are also non-intrusive and do not require the original simulation
code to be modified for implementation. They can be implemented using open-
source machine learning packages, further enhancing the appeal of such modeling
methods. ROMs typically work by using a dimensionality reduction method
to transform the high-dimensional aerodynamic data into a latent space. The
latent space is then modeled using an interpolation or regression model, with
the parameter space used to generate the data used as an input.

Proper orthogonal decomposition (POD) has been used extensively to cre-
ate ROMs and the effectiveness of the method has been proven in the case of
aerodynamic modeling [14, 3]. However, previous studies have shown that POD
is unable to capture the correct trends in compressible flow data with nonlinear-
ities such as shock waves [24]. To increase the accuracy of ROMs in compress-
ible flow, manifold learning and deep learning have been used. Decker et al. [4]
and Iyengar et al. [13] developed ROMs using manifold learning methods and
demonstrated them on flows in the compressible flow regime. However, the main
drawback of manifold learning methods is that it is necessary to formulate and
solve an optimization problem to reconstruct the high-dimensional solution from
the latent space of the model [7]. As an alternative, deep learning methods were
considered to create nonlinear models with an efficient means to reconstruct the
high-dimensional solution. Wang et al. [27] used a variational autoencoder ROM
to successfully model compressible flow fields around different airfoil shapes.
Halder et al. [10] combined a convolutional autoencoder and a Gaussian process
(GP) model to predict lid-driven cavity flows.

While the literature on ROMs has steadily grown in the past, such models
ignore the integrated quantities, such as lift and drag coefficients, that are also
available as part of the data generated from CFD simulations. Due to this, the
use of ROMs has been limited in aerodynamic design work. This is because
while the lift and drag coefficients can be computed from flow fields or surface
quantities via numerical integration, the results may not be accurate enough
to perform design work [19]. Including the data of the aerodynamic coefficients
in the modeling architecture will enhance the applicability of such models to
aerodynamic design and may also improve the generalizability and accuracy of
the predictions.

To that end, this work explores a supervised dimensionality reduction method
[18] that creates a latent space that accounts for the lift and drag coefficients. Di-
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mensionality reduction methods used in previous ROM architectures, like most
dimensionality reduction methods, are unsupervised. This means that the data
used to train the dimensionality reduction method has no labels. On the other
hand, a supervised method will utilize these labels in the model to enhance
accuracy and generalization. In this way, this work proposes a novel nonlinear
ROM architecture that learns from both aerodynamic coefficient data and sur-
face pressure distribution data by a supervised encoding generated through an
autoencoder and the corresponding loss function. The use of the autoencoder
method is motivated by the ease of generating the latent space and reconstruct-
ing the high-dimensional data with a simple forward pass of an NN model. The
latent space is modeled using a multi-task GP (MTGP) model [2] for enhanced
prediction accuracy. The characteristics of the novel model are showcased on
a transonic airfoil modeling problem. This demonstrates the capabilities of the
new ROM architecture in the context of compressible flows.

These contributions produce a ROM that can combine multiple forms of data
for enhanced surrogate modeling of aerodynamic flows. The remainder of the
paper is organized as follows. Section 2 will describe the novel ROM architecture
proposed in this work while Section 3 will describe benchmarking methods used
as points of comparison. Section 4 provides a description of the transonic flow test
problem and the results obtained for the problem. Finally, Section 5 highlights
the main conclusions obtained in this work.

2 Supervised Reduced Order Modeling

This section introduces the novel reduced-order modeling architecture that uses a
supervised embedding of high-dimensional aerodynamic data. In this work, high-
dimensional aerodynamic data consists of the distributed surface pressure and
skin friction values. The low-dimensional embedding is modeled using a multi-
task GP model. The proposed architecture enables fast and accurate prediction
of aerodynamic fields and coefficients. A graphical representation of the proposed
modeling architecture is shown in Fig. 1.

2.1 Supervised embedding procedure

The novelty of the modeling procedure proposed in this work lies in the creation
of a supervised embedding of the high-dimensional aerodynamic data. The su-
pervised nature of the embedding will allow the model to use both aerodynamic
coefficients and field data to increase the accuracy of the model. The embedding
procedure is carried out using deep neural networks in the form of a supervised
autoencoder [18]. Autoencoder neural networks [11] are a special type of a neural
network model that create a nonlinear embedding of high-dimensional data.

The neural network architecture consists of two separate neural networks, an
encoder and a decoder network. The encoder neural network, fenc, compresses
the high-dimensional data, Y = [y1,y2, ...,yn] ∈ Rn×m, to a low-dimensional
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Fig. 1: Graphical representation of reduced order model with supervised embed-
ding architecture proposed in this work.

representation, z ∈ Rn×k, where k is much smaller than the original dimensional-
ity m. The decoder network, fdec, then projects the latent vector z to the original
high-dimensional state to obtain a reconstruction of the high-dimensional data,
Ŷ. In this way, the autoencoder can create a low-dimensional representation of
the original high-dimensional data. It can also regenerate the high-dimensional
data from a given latent vector.

To enable a supervised embedding of the high-dimensional data, a subnet-
work, fqoi, is added to the autoencoder which takes the latent vector and trans-
forms it into the supervised labels of the problem. In this case, the labels are
the aerodynamic coefficients, i.e., lift and drag coefficients which are denoted
by Q = [q1,q2, ...,qn] ∈ Rn×2. This is done as the aerodynamic coefficients
are directly correlated with the aerodynamic surface variables, i.e., the surface
pressure and skin friction. By adding the aerodynamic coefficients to the autoen-
coder model, a multi-task model is created that can obtain better generalization
and accuracy for each task considered by predicting correlated sets of data [30].

The hyperparameters of the neural network used for the numerical experi-
ments performed in this work are shown in Table 1. These can different for other
flow modeling problems of interest. A fully connected symmetric architecture is
used for the autoencoder. Each layer of the encoder uses the SiLU activation
function [6] to introduce nonlinearity in the dimensionality reduction process.
The neural network is implemented using Pytorch [21].

The loss function of the autoencoder can be written as the sum of two
losses. The first loss is the mean squared error (MSE) between the original high-
dimensional data and the reconstruction of the autoencoder. The second loss
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Table 1: Hyperparameter selection for the supervised autoencoder.
Hyperparameter Value used

fenc Hidden Layer Neurons [512, 128, 64]
fdec Hidden Layer Neurons [64, 128, 512]
fqoi Hidden Layer Neurons [32, 16, 8]

Latent dimension 20
Activation function SiLU

Learning Rate 1e-4
Number of Epochs 10000

function is the MSE between the original and predicted aerodynamic coefficients.
The combined loss function can then be written as

L = w
1

N

N∑
m=1

(Ŷ
(m)

− Y(m))2 + (1− w)
1

N

N∑
m=1

(Q̂
(m)

− Q(m))2, (1)

where w determines the weighting of each term in the loss function. The loss
function is optimized using the adaptive moments (ADAM) optimization algo-
rithm [16], and the gradients are computed using backpropagation [23].

Once the autoencoder is trained, high-dimensional aerodynamic predictions
can be made for new input parameters using the corresponding latent vector.
However, this latent vector is not known for a new set of input parameters. It
is, therefore, necessary to create a parametric mapping between the input space
and the latent space to be able to obtain the latent vector at a new design point.

2.2 Latent space interpolation

The parametric mapping between the parameter space and the latent space is
created using a MTGP model. This model will use the parameter space X =
[x1,x2, ...,xn] ∈ Rn×p as inputs and the latent space vector z as the outputs.
MTGPs are multi-task models created in the context of Gaussian processes.
MTGP models learn to predict multiple related outputs simultaneously. The
model not only learns the outputs but also the correlation between the outputs.
This allows the outputs to be modeled using a multivariate Gaussian distribution
with the correlation between the outputs providing a boost in the prediction
capability of the model.

In this work, the free-form parameterization formulation of MTGPs [2] is
used. In this formulation, the correlation between the outputs is treated as
an additional hyperparameter that is optimized during the training process of
the MTGP. The models are implemented using GPyTorch [8] and BoTorch [1],
Python packages for creating GP models and training them using GPU accel-
eration. The radial basis kernel function was used to train the models and the
optimization of the hyperparameters was carried out using the maximum log-
likelihood criterion [22].
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3 Benchmarking Methods

This section briefly describes the benchmarking modeling methods that are used
as a point of comparison for the model architecture proposed in this work. The
methods cover modeling approaches that consider surface quantities or aerody-
namic coefficients alone.

3.1 Unsupervised ROM architecture

The first benchmark modeling method that is used in this work is the con-
ventional ROM architecture that utilizes an unsupervised autoencoder method,
similar to a previously used deep learning ROM [5], to make aerodynamic pre-
dictions. For a fair comparison, the unsupervised embedding is created using a
fully connected autoencoder, following much of the same procedure as described
in Section 2.1. The only difference is that the autoencoder does not contain a
subnetwork that predicts the aerodynamic coefficients, making it a completely
unsupervised dimensionality reduction process. In this case, the loss function
only contains the first term in (1). The optimization and implementation pro-
cedure is the same. The architecture and hyperparameters of the encoder and
decoder network are also the same as shown in Table 1.

The latent space of the unsupervised ROM is also modeled using a MTGP
model with the same implementation as the supervised ROM proposed in this
work. Maintaining these similarities in the implementations will isolate the effect
of the supervised embedding on the performance of the ROM. This will provide
insight into the performance benefits of the supervised embedding.

3.2 Standard neural network model

Another comparison that must be made in this study is the comparison to a
standard NN model that has been previously used to predict lift and drag coef-
ficients for a given set of inputs [28]. The standard NN model directly predicts
the aerodynamic coefficients. This will be a multi-output NN model where the
output layer contains two outputs, corresponding to the lift, and drag coeffi-
cients. The input layer of the NN model contains the parameter space of the
problem given by X. The architecture of the NN model is the same as the fqoi
subnetwork that is described for the supervised ROM in Section 2.1. Each layer
uses the SiLU activation function [6] and the NN model is trained for 10000
epochs. The ADAM optimization algorithm [16] is used along with backpropa-
gation [23] to calculate the gradients. In this case, the loss function for the NN
model contains the second term of (1) which represents the MSE between the
original and predicted aerodynamic coefficients.

4 Numerical Experiments

This section describes the numerical experiments conducted to characterize the
proposed supervised ROM. The test case used in this work is an airfoil modeling
problem.
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4.1 Problem setup

In this test case, the surface pressure distribution (Cp) of airfoils is used as a
distributed aerodynamic quantity with the lift (Cl) and drag coefficients (Cd)
being the supervised labels of the autoencoder. Figure 2 shows the RAE 2822
airfoil, force coefficients, and a typical pressure distribution of the airfoil. The
figure indicates the non-dimensionalized lift and drag force which act perpen-
dicular to and along the direction of the incoming freestream flow, respectively.
The aerodynamic coefficients, Cl and Cd, are set as the output Q of the ROM
while the entire set of pressure distribution values, Cp, is set as the output Y of
the ROM. The airfoil is assumed to be operating in a flow with a Mach number
(M∞) of 0.734 and a Reynolds number of 6.5 × 106. The parameter space of
the problem contains the shape variables describing the airfoil shape as well as
the angle of attack (α) of the airfoil shown in Fig. 2. The blue shaded region
around the airfoil in Fig. 2 indicates the bounds of the airfoil shape variables
with RAE 2822 as the baseline shape. Twelve class shape transformation (CST)
variables [17] are used to describe the shape of the airfoil. The angle of attack
varies between −3◦ and 5◦. Figure 2 also indicates the shock location and shock
strength on the surface pressure distribution. The shock location is a point of
sudden rise in pressure on the airfoil surface because of local acceleration of flow.
The rise in pressure that occurs at this point is called the shock strength.

The data for this test problem is generated through a design of experiments
created using Latin Hypercube sampling (LHS) [15]. The number of samples in
the training data varies between 25 and 300 samples. There is a separate testing
data set of 75 samples that is also generated through LHS.

4.2 Computational modeling

The high-fidelity aerodynamic data of various airfoil shapes at different angles
of attack was generated using ADFlow [20]. The solver uses a combination of the
Approximate Newton-Krylov method [29] and the full Newton-Krylov method
to solve the steady compressible Reynolds-averaged Navier Stokes (RANS) equa-
tions with the Spalart-Allmaras turbulence model [26]. The grid topology used
in this work is an O-grid topology shown in Fig. 3. The grid is created by extrud-
ing an airfoil surface mesh using the hyperbolic marching method implemented
using pyHyp [25]. The geometry manipulation and airfoil parameterization are
implemented using pyGeo [9], an open-source CAD-free geometry framework.
For every new geometry, pyGeo is used to alter the design variables, and the
mesh is regenerated once the new airfoil shape has been generated.

To balance accuracy and computational cost, a mesh convergence study is
performed as shown in Table 2. The mesh convergence study was conducted at
the designated flow conditions and a fixed lift coefficient of 0.824. The computa-
tions were run in parallel on 64 processors using a high-performance computing
cluster. For the airfoil computations performed in this work, the L1 mesh is cho-
sen as refining the mesh further does not significantly change the value of the
drag coefficient and the angle of attack for achieving a lift coefficient of 0.824.
This mesh will balance accuracy and computational cost.
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Fig. 2: The problem setup with (a) the RAE 2822 airfoil and the design space,
and (b) its surface pressure distribution.

4.3 Model evaluation metrics

The performance of the proposed and benchmark modeling methods is evalu-
ated using the metric defined in this section. To evaluate the prediction of the
distributed airfoil surface quantities, the mean relative error will be used as a
performance metric. The mean relative error is computed as

erel =
1

N

N∑
i=1

||Ŷ − Y||2
||Y||2

, (2)

where Ŷ is the prediction, Y is the CFD solution and N is the number of testing
samples.
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(a) (b)

Fig. 3: Mesh topology for aerodynamic data generation (a) in the far-field, and
(b) near the airfoil surface.

Table 2: Mesh Convergence study of RAE2822 airfoil.
Level of Mesh Size of Mesh Cd (10−4) Cl α (deg.)

L0 256,000 205.12 0.824 2.93
L1 128,000 205.15 0.824 2.95
L2 32,000 214.86 0.824 3.05

The prediction of aerodynamic coefficients is assessed using the normalized
root mean squared error (NRMSE) metric. Although, the models used in this
work produce both the lift and drag coefficient simultaneously as two outputs,
the NRMSE of each will be calculated independently. The NRMSE of the model
prediction can be obtained as

NRMSE =

√
1
N

∑N
i=1(yi − ŷi)2

max(y)−min(y)
, (3)

where y is the Cl or Cd and ŷ is the prediction of the Cl or Cd. The RMSE is
normalized using the range of values of the Cl or Cd in the testing dataset and
this is calculated as max(y)−min(y).

4.4 Results

Figure 4 shows the variation of the mean relative error of the testing dataset
with the number of training samples. The results illustrate that the mean rela-
tive error of the supervised ROM architecture is dependent on the value of the
weight in (1) and the value of the weight is varied to demonstrate this variation
in performance. Increasing the value of the weight in (1) improves the perfor-
mance of the supervised ROM architecture. Once the value of the weight in (1)
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Fig. 4: Mean relative error versus number of training samples for the prediction
of surface pressure distribution (Cp).

is high enough, it can match the performance of an unsupervised ROM architec-
ture. With the current setup and architecture, the supervised ROM can match
the performance of an unsupervised ROM, however, the supervised ROM still
provides the benefit of simultaneously predicting the aerodynamic coefficients.

To assess the prediction of lift coefficients, Fig. 5 shows a plot of the vari-
ation of NRMSE values with the number of training samples. The supervised
ROM architecture achieves a NRMSE of approximately 3.5% with 25 samples
and approximately 1% with 300 samples. On the other hand, the standard neu-
ral network achieves a NRMSE of approximately 15.5% with 25 samples and
approximately 2.1% with 300 samples. The results illustrate that the supervised
ROM architecture achieves a significant improvement in the prediction of the lift
coefficient over the standard neural network architecture. The supervised ROM
is also more sample efficient which means that it has a lower NRMSE value with
lower number of training samples. The supervised ROM improves the NRMSE
by almost 12% for a sample size of 25. Eventually, as the number of training
samples increase the performance of the two models becomes similar, but the
supervised ROM still has slightly better performance. A similar trend can be
observed for the drag coefficient in Fig. 6. The supervised ROM achieves an
NRMSE of approximately 8% at 25 samples which is a 12% improvement over
the standard neural network. At 300 samples, the best performance of the super-
vised ROM provides a 2% benefit over the standard neural network architecture.
The prediction of the drag coefficient does seem to be affected by the value of
the weighting of each term in (1). As the weighting of the pressure prediction is
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Fig. 5: NRMSE versus number of training samples for the prediction of lift coef-
ficient (Cl).
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Fig. 6: NRMSE versus number of training samples for the prediction of drag
coefficient (Cd).
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increased, the NRMSE of the drag coefficient prediction increases. Even account-
ing for the variations caused by the weighting, the supervised ROM architecture
can outperform a standard neural network architecture in the prediction of the
drag coefficient. This demonstrates the superiority of the multi-task learning
paradigm that is introduced in the supervised ROM architecture.

To demonstrate the prediction of the ROM architectures, Fig. 7 shows the
prediction of the surface pressure distribution of two test airfoils with a shock
wave occurring on the upper surface. The prediction results show that the ROM
architectures can predict the pressure distribution of the airfoil and the shock
location and shock strength to a high degree of accuracy. As expected, the su-
pervised ROM trained with a weighting of 0.99 generally captures the pressure
distribution better than a ROM trained with a weighting of 0.25.

5 Conclusion

This work proposes a supervised ROM architecture that uses a supervised em-
bedding procedure to embed high-dimensional aerodynamic flow information
into a latent space that is informed using supervised labels. This introduces a
multi-task formulation into the ROM architecture that will improve the accu-
racy of the model. A parametric map is created between the parameter space
and the latent space using an MTGP model to enable predictions for new design
points in the parameter space.

The proposed model is demonstrated on a transonic airfoil modeling prob-
lem. The supervised ROM architecture shows significant improvements in the
prediction of the lift and drag coefficients of the airfoil and outperforms a stan-
dard neural network architecture designed to predict only the coefficients. Upon
evaluating the prediction of the pressure distributions, it was found that the
supervised ROM architecture can match the performance of the unsupervised
ROM architecture. In general, a higher weighting must be given to the quantity
that is more difficult to predict. In this case, the pressure distribution is more
difficult to predict and a higher weighting must, therefore, be given to the pres-
sure distribution to ensure sufficient accuracy. The prediction of the aerodynamic
coefficients is less sensitive to the value of the weighting.

Future work will be dedicated to fine-tuning the parameters of the archi-
tecture and exploring different formulations to further improve the architecture.
Efforts will also be dedicated to creating optimization loops that incorporate the
supervised ROM architecture to perform constrained aerodynamic shape opti-
mization. This will demonstrate the use of such supervised ROM in important
aerodynamic design tasks.

Acknowledgments

The work done in this paper was supported in part by the U.S. National Science
Foundation (NSF) award number 2223732 and the Icelandic Centre for Research
(RANNIS) award number 239858.

ICCS Camera Ready Version 2025
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-97557-8_29

https://dx.doi.org/10.1007/978-3-031-97557-8_29
https://dx.doi.org/10.1007/978-3-031-97557-8_29


ROM of Compressible Flows Using Supervised Dimensionality Reduction 13

1

0

1

Pr
es

su
re

 C
oe

ffi
cie

nt
, C

p

Unsupervised ROM
CFD

Supervised ROM with w = 0.25
Supervised ROM with w = 0.99

0.0 0.2 0.4 0.6 0.8 1.0
x/c

0.1

0.0

0.1

y/
c

(a)

1

0

1

Pr
es

su
re

 C
oe

ffi
cie

nt
, C

p

Unsupervised ROM
CFD

Supervised ROM with w = 0.25
Supervised ROM with w = 0.99

0.0 0.2 0.4 0.6 0.8 1.0
x/c

0.1

0.0

0.1

y/
c

(b)

Fig. 7: Prediction of surface pressure distributions for (a) a test airfoil at α =
4.733◦ and (b) a test airfoil at α = 3.667◦ using an unsupervised ROM and the
proposed supervised ROM.
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