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Abstract. Modern antenna design is a daunting task aimed at fulfilling diverse per-

formance requirements and constraints imposed by specific application areas. Tra-

ditional techniques are heavily based on engineering experience. This limits the 

options considered for conventional architectures and leads to sub-optimal results. 

This study introduces an innovative approach to automated development of anten-

nas. The introduced methodology incorporates computational intelligence tech-

niques and numerical optimization procedures to carry out unsupervised antenna 

topology generation and fine-tuning its geometry parameters. The crucial compo-

nent of the suggested method is a versatile parameterization involving elliptical-

shaped patches and gaps, which can realize a massive variety of different shapes. 

Computational intelligence is used to execute a purely specification-driven antenna 

evolution process. The decision variables include a mixture of discrete and contin-

uous parameters handled by a customized evolutionary algorithm (Stage I) and lo-

cal optimizer (Stage II – fine tuning). The procedure is fully specification-based 

and requires no human-expert interaction whatsoever. The proposed framework has 

been comprehensively demonstrated by designing several devices of distinct char-

acteristics (broadband, multi-band, compact). The findings underscore the versatil-

ity of the technique and its suitability to produce nonconventional structures with 

acceptable computational costs.  

Keywords: Design automation, antenna systems, computational intelligence, op-

timization, unsupervised design. 

1 Introduction 

Antennas are vital building blocks of wireless communication systems, including 

mobile phones, satellite communications, radio-frequency identification, medical im-

aging, etc. Traditional design methods are typically based on the existing antenna to-

pologies (e.g., available in the literature), which are modified to achieve the required 

functionality and performance. The process is iterative and involves trying out different 
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architectural variations interleaved with parametric studies [1], or, recently, rigorous 

optimization, [2]. Optimization can be carried out in the local [3], global [4], [5], or 

multi-objective sense [6], [7]. The fundamental underlying tool is electromagnetic 

(EM) analysis. However, simulation-driven design is CPU intensive, which becomes a 

severe bottleneck when repetitive simulations are involved. Addressing this issue fos-

tered the development of expedited methods, which include surrogate-assisted tech-

niques [8], [9], machine learning (ML) routines [10], [11], response feature algorithms 

[12], or variable-resolution approaches [13]. A comprehensive review of metamodel-

driven antenna design procedures is available in [14]. 

Boosting performance and realization of extra functionality is typically achieved by 

altering fundamental structures (e.g., patches, dipoles, etc.). The final product usually 

resembles the initial topology [15], while reaching it is laborious. This is highly restric-

tive regarding the number of alternative antenna geometries that may be investigated. 

Alternative methods include topology optimization (TO). It often involves spatial dis-

cretization and optimization-based assignment of individual cells (filled with metal or 

empty) [16], [17]. This approach is associated with the necessity of solving complex 

combinatorial tasks, even if only part of the antenna is discretized [18]. Another option 

is pixel antennas with a predefined arrangement of metal patches whose interconnec-

tions are decided upon through optimization [19], [20]. Free form TO is yet another 

technique [21], [22]. It offers significant flexibility but typically requires fast custom 

EM solvers to maintain acceptable computational expenses [23], [24]. Consequently, it 

cannot be integrated with commercial engineering design automation (EDA) tools. 

Also, it relies on gradient-based optimizers, which necessitates reasonable initial start-

ing points to ensure the quality of the final structure.  

This study outlines an innovative approach to the unsupervised design of antenna 

structures, which introduces several original contributions. The main focus is on ensur-

ing flexibility, which is understood as a broad range of distinct geometries that can be 

generated and the capability of realizing diverse functionality (multi-band, wideband 

operation, etc.). Other prerequisites are integrality with commercial EM solvers and 

reasonable computational efficiency, which are critical from the practical engineering 

standpoint. Our methodology leverages versatile parameterization consisting of ellipti-

cal-shaped patches and gaps that can relocate within the substrate area and adjust their 

size to assemble antenna geometry through Boolean operations. Varying the number of 

building blocks and relocating them allows for the implementation of many topologies 

based on a restricted number of independent parameters. The design is entirely specifi-

cation-based and utilizes computational intelligence to realize a global search stage (ge-

ometry evolution) and local optimization tools for final dimension tuning. The design 

problem is formulated to realize the assumed functionality and boost the antenna per-

formance regarding the target operating frequency ranges and impedance matching 

level. The proposed approach has been demonstrated by designing several broadband 

and multi-band antennas of diverse characteristics, some experimentally validated for 

supplementary illustration. The obtained results corroborate the capability of the devel-

oped technique to produce high-performance unconventional antenna structures while 

ensuring computational efficiency. At the same time, the design process does not re-

quire any human-expert interaction. These findings underscore the framework’s suita-

bility for developing high-performance antennas for demanding applications in both 

academic and industrial settings. 
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2 Antenna Design Using Computational Intelligence 

This section explains the proposed unsupervised design framework. Section begins 

with discussing parameterization (Section 2.1), followed by a description of the com-

putational model (Section 2.2) and the algorithms employed for antenna development 

in Section 2.3. The entire procedure is elucidated in Section 2.4. 

2.1 Antenna Building Blocks 

Geometry parameterization of the critical component of the presented framework. The 

prerequisites are as follows: (i) simplicity to ensure straightforward handling, (ii) flexibil-

ity to enable the construction of diverse topologies, (iii) a restricted number of decision 

variables to keep the underlying optimization task computationally tractable. The antenna 

parameters should include continuous ones, allowing for local tuning and discrete (to con-

trol the architecture’s complexity). The components of the assumed parameterization are 

presented in Fig. 1. For illustration, a rectangular substrate is taken along with a rectan-

gular ground plane. The antenna is excited through a relocatable discrete port. The front-

side metallization is composed using NP elliptical patches and NG of gaps. These num-

bers may be fixed or treated as design variables. The positions and dimensions of all 

building blocks are relative to the substrate . All parameters are 

aggregated into a vector x. Figure 2 shows some randomly generated geometries 

demonstrating the flexibility of the discussed parameterization even when using a lim-

ited number of patches and gaps (NP = 5 and NG = 3). The antenna size can be optimized 

or fixed depending on the intended application. 
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Fig. 1. Antenna parameterization building blocks: (a) substrate, (b) discrete port, (c) ground 

plane, (d) ith elliptical patch (i = 1, …, NP), (e) ith elliptical gap (i = 1, …, NG). 

 

 
Fig. 2. Parameterization flexibility demonstrated through randomly generated architectures for 

NP = 5 and NG = 3. Front-side metallization marked gray; discrete port marked as a black dot. 
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2.2 Computational Model 

In this research, CST Microwave Studio [25] is utilized to implement and simulate the 

antenna’s computational model. The template CST project incorporates ten and six 

patches and gaps, respectively, which is sufficient for real-world applications. When eval-

uating the device, the parameter vector x is recalculated into absolute dimensions and the 

excessive metal parts are trimmed to the substrate. The EM analysis is executed in a batch 

mode. Using a Visual Basic script, the template project is updated with the current antenna 

dimensions. The underlying programming environment for the presented framework is 

Matlab. Communication with CST is arranged using a custom-developed Matlab-CST 

interface, which also performs post-processing of the results exported upon accomplish-

ing EM simulation. The operating flow of the process has been shown in Fig. 3.  

 

2.3 Antenna Development 

The design task considered here is a realization of multi-band antennas to ensure 

acceptable impedance matching, i.e., maintaining  over the frequencies. 

Let  , de-

note target operating bands, where fk and Bk are the center frequencies and the respective 

bandwidths. In rigorous terms, the objective is to solve the 
* arg min ( )

X
U


=

x
x x                                                  (1) 

where the cost function is given as  

in which  is the modulus of the reflection coefficient at design x and 

frequency f. The design space is a box-constrained domain with lower/upper bounds 

imposed on antenna parameters (cf. Fig. 1). Note that mixing discrete and continuous 

parameters allows us to efficiently control the antenna’s architecture and its specific 

dimensions. It is also possible to impose additional conditions, e.g., concerning the 

maximum antenna size, requirement for minimum gain, etc.). These scenarios will be 

considered elsewhere. 

 

 
Fig. 3. Antenna’s computational model. The EM model template uses decision variables (vector 

x) and simulation setup to render the project file. Following the analysis, antenna responses are 

extracted from the EM data. 
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 In algorithmic terms, problem (1) is solved in two stages. The first is a global search 

process realized using a floating-point evolutionary algorithm incorporating elitism and 

adaptive mutation rate, which improves the exploitation capability of the procedure 

when close to convergence, see Fig. 4. At this stage, the antenna topology is decided 

upon along with a rough adjustment of its dimensions. The second stage is local tuning, 

which is executed with the trust-region (TR) gradient-based algorithm [27] with an-

tenna response sensitivity computed using finite differentiation (FD) [28]. The algo-

rithm’s outline is shown in Fig. 5. At this stage, the antenna’s topology has already been 

established, and only its dimensions are adjusted to boost the device’s performance 

regarding the merit function (2). The TR algorithm produces approximate solutions us-

ing predictions from a linear model of antenna outputs (cf. (6)). The problem (6) is 

solved using the Sequential Quadratic Approximation (SQP) routine [29] available in 

Matlab [30]. Using FD entails the cost of n + 1 EM analyzes per iteration, where n is 

the overall number of decision variables. These expenses are reduced by eliminating 

the variables that have minor effects on antenna characteristics upon initial pre-screen-

ing. Also, the global search stage employs coarse-discretization EM analysis, which fur-

ther improves computational efficiency. The accurate (high-fidelity) model is only used for 

final tuning. 

 

 

 

Fig. 4. The global search stage of antenna development: evolutionary algorithm. 
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2.4 Design Framework 

The operation of the suggested unsupervised antenna design methodology is illustrated 

in Fig. 6. The process is purely specification-driven and does not involve any human-expert 

interaction. The input data consists of the intended substrate parameters (thickness, relative 

permittivity), the size (if not optimized), and, most importantly, the target operating fre-

quency ranges. The number of unit cells, NP and NG, can be decided upon beforehand. The 

antenna topology evolves during the global search stage. It is further refined through final 

tuning.  

3 Results 

This part of the work showcases the performance of the unsupervised design proce-

dure. It is used to develop several antenna structures based on different design specifi-

cations concerning the target operating frequency bands. The results are encapsulated 

in Sections 3.1 through 3.4, whereas Section 3.5 discusses the findings. Furthermore, 

Section 3.6 provides experimental validation of the selected designs.  

 
 

 
Fig. 5. Final tuning using the TR algorithm. 
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Fig. 6. Proposed design framework: the flow diagram. 

ICCS Camera Ready Version 2025
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-97557-8_26

https://dx.doi.org/10.1007/978-3-031-97557-8_26
https://dx.doi.org/10.1007/978-3-031-97557-8_26


7 

All designs are realized on  dielectric substrate  or the 

size  (except Example II, which uses 

). The model complexity is . The evolution-

ary algorithm runs for 100 iterations with a population size of 20. The global search 

stage uses a low-fidelity EM model (simulation time ~20 seconds). The final tuning is 

based on the high-fidelity model (simulation time ~60 seconds). 

 

3.1 Example I 

The first case is a single-band antenna operating from . The struc-

ture generated by the suggested framework, the impedance matching characteristic, and 

the history of the development process can be found in Fig. 7. Note that global search 

has produced a satisfactory outcome. It is further improved through local tuning. It 

should be stressed that the entire procedure is purely specification-based. No human 

expert is necessary whatsoever. 

 

3.2 Example II 

The next validation case is a compact ultra-wideband (UWB) antenna. The target 

frequency range is from . The antenna substrate is diminished to 

only 15 mm × 25 mm compared to the remaining test cases. The obtained architecture 

and the history of the development process can be found in Fig. 8. 

 

3.3 Example III 

The third case is a dual-band antenna. The target ranges are from 

 (lower band) and from  (upper band). As in-

dicated in Fig. 9, the proposed framework yields a design fulfilling the specifications 

already at the geometry evolution stage. Local tuning only slightly improves the im-

pedance matching. 

 

3.4 Example IV 

The last test case is a triple-band antenna. The target frequency ranges are from 

. Figure 10 shows 

the antenna structure found by the presented framework and the development history. 

As observed, the specifications for this challenging example are met for the lower and 

middle bands. Only a slight violation is observed in the upper band.  

 

3.5 Discussion 

The data showcased in Sections 3.1 through 3.4 underscores the capability of the pre-

sented framework to successfully develop antenna structures for diverse performance spec-

ifications. The design process is unsupervised, with the only input data being the intended 

number of operating bands and the target frequency ranges. The topologies produced by the 

proposed algorithm are highly unconventional yet evolved to adequately utilize all antenna 

components, which is illustrated using surface current distributions shown in Fig. 11.  
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(a) 

 
(b) 

 
(c) 

Fig. 7. Example I: target frequency range from : (a) final topology (ground 

plane ) and |S11| characteristic; (b) topology evolution (the best architecture marked using the 

blue line; antenna outputs at the current population marked using gray lines); (c) local tuning 

(convergence plot, merit function vs. iteration index, and initial/final reflection response). 
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(a) 

 
(b) 

 
(c) 

Fig. 8. Example II: an ultra-wideband antenna; target frequency range from : 

(a) final topology (ground plane ) and |S11| characteristic; (b) topology evolution (the best ar-

chitecture marked using the blue line; antenna outputs at the current population marked using 

gray lines); (c) local tuning (convergence plot, merit function vs. iteration index, and initial/final 

reflection response). 
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(a) 

 
(b) 

 
(c) 

Fig. 9. Example III: target frequency ranges from : 

(a) final topology (ground plane ) and |S11| characteristic; (b) topology evolution (the best archi-

tecture marked using the blue line; antenna outputs at the current population marked using gray 

lines); (c) local tuning (convergence plot, merit function vs. iteration index, and initial/final reflec-

tion response). 
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(a) 

 
(b) 

 
(c) 

Fig. 10. Example IV: target frequencies from 

: (a) final topology (ground plane ) and |S11| characteristic; (b) topology 

evolution (the best architecture marked using the blue line; antenna outputs at the current popu-

lation marked using gray lines); (c) local tuning (convergence plot, merit function vs. iteration 

index, and initial/final reflection response). 

 

 

It is also important to emphasize that all considered antennas were obtained using 

identical algorithm setups and at an acceptable computational cost from a practical en-

gineering perspective (about fifteen hours of CPU time). 
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3.6 Experimental Validation 

The antennas developed in Sections 3.2 and 3.4 (Examples II and IV) were manu-

factured and experimentally validated for additional demonstration. The results are 

shown in Figs. 12 and 13. As observed, the alignment between EM simulations and 

measurements is satisfactory. Minor discrepancies are due to fabrication tolerances and 

assembly inaccuracies.  
 

 

     
            4.0 GHz                        6.0 GHz                         8.0 GHz                       10.0 GHz 

(a) 

  

                                                 2.45 GHz                      5.3 GHz 

(b) 

Fig. 11. Surface currents for (a) Example II, (b) Example III. Observe the use of the diverse 

antenna components at diverse frequencies (increasing current density corresponds to the transi-

tion from blue to red through green and yellow color). This demonstrates the importance of each 

building block employed to assemble the antenna structures. 
 

  
                       (a)                                                                      (b) 

Fig. 12. Example II: (a) prototype, (b) simulated and measured |S11|. 
 

 
                     (a)                                                                       (b) 

Fig. 13. Example IV: (a) prototype, (b) simulated and measured |S11|. 
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4 Conclusion 

This work introduces an innovative methodology for an automated design of antennas, 

which employs computational intelligence and numerical optimization methods. Capi-

talizing on flexible parameterization and simultaneous adjustment of discrete and con-

tinuous parameters determining the antenna architecture and its dimensions, the pro-

posed technique can produce high-quality designs in a purely specification-driven man-

ner. This has been extensively demonstrated using several examples of single-, dual-, 

triple-, and broadband devices and further corroborated through experimental valida-

tion of selected designs. The developed method can be viewed as an attractive approach 

to the automated development of unconventional antenna structures for demanding ap-

plications using reasonable computational resources.  
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