
A parameter-free model for the online spread of

far-right messages: combining Agent-Based

Models with Large-Language Models

Stephen Zhong1[0009−0001−2688−6108], Nathalie Japkowicz1[0000−0003−1176−1617],
Frédéric Amblard2[0000−0002−2653−0857], and Philippe J.

Giabbanelli3[0000−0001−6816−355X]

1 Dept. of Computer Science, American University, Washington, DC 20016, USA
{sz8367a,japkowic}@american.edu

2 IRIT, Universite de Toulouse, France frederic.amblard@ut-capitole.fr
3 Virginia Modeling, Analysis, and Simulation Center (VMASC), Old Dominion

University, Su�olk, VA 23435, USA pgiabban@odu.edu

Abstract. Agent-Based Models (ABMs) of opinion dynamics are largely
disconnected from the speci�c messages exchanged among interacting in-
dividuals, their inner semantics and interpretations. Rather, ABMs often
abstract this aspect through corresponding numerical values (e.g., -1 as
against and +1 as totally in favor). In this paper, we design, imple-
ment, and empirically validate a combination of Large-Language Models
(LLMs) with ABMs where real-world political messages are passed be-
tween agents and trigger reactions based on the agent's sociodemographic
pro�le. Our computational experiments combine real-world social net-
work structures, posting frequencies, and extreme-right messages with
nationally representative demographics for the U.S. We show that LLMs
closely predict the political alignments of agents with respect to two na-
tional surveys and we identify a su�cient sample size for simulations
with 150 LLM/ABM agents. Simulations demonstrate that the popu-
lation does not uniformly shift its opinion in the exclusive presence of
far-right messages; rather, individuals react based on their demographic
characteristics and may �rmly hold their opinions.

Keywords: Belief spread · Hybrid Model · Online social network.

1 Introduction

The rise of extreme right ideologies on online social media platforms, such as
X (formerly Twitter), has become an important phenomenon with profound
social and political implications. These ideologies, often characterized by hate
speech, misinformation, and polarizing rhetoric, have found fertile ground in the
digital age. Algorithms amplify the natural tendency of individuals to prefer
more extreme views within their political group [63], particularly by amplifying
the political right [27]. Ampli�cation contributes to creating echo chambers that
foster radicalization [43], even if the concept of an echo chamber is approached
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di�erently across studies [35]. Characterizing the dynamics for the spread of far-
right online messages is critical, as the in�uence of `e-extremism' [61] extends
beyond the virtual realm, contributing to real-world violence [9], the erosion of
democratic norms, and the marginalization of vulnerable communities [56].

Modeling the spread of beliefs in online social networks continues to be a
fertile area of research, as exempli�ed by multiple empirical studies at the In-
ternational Conference on Computational Science [32, 21]. Models specialized in
the spread of hate speech need to account for several characteristics. First, al-
though the far-right may share some narratives (e.g., collective victimhood), it
is composed of extremely heterogeneous organizations [18] and individuals with
di�erent motives. Online hate thus varies substantially across users [5]. Given
this heterogeneity, several models explicitly represent each individual instead of
grouping them into aggregates assumed to behave identically. A commonly used
technique is Agent-Based Modeling (ABM) has been particularly used, where
each entity has its own attributes and/or rules and interacts with others in a
local environment that may be digital or physical [39, 11, 52]. Second, ideas do
not exactly spread like viruses: instead, there is a gradual build up in a person's
beliefs and attitudes [46]. From a simulation standpoint, models thus often track
extremism among individual agents using a numerical scale rather than through
categorical states (e.g., susceptible or `infected' with extreme ideas). Although
complex ABMs may not allow us to identify the analytical solutions a�orded
by simpler mass action models of political extremism [12], they are helpful in
identifying tailored solutions [58, 57] (e.g., for di�erent user pro�les, behaviors,
locations), improve accuracy by incorporating spatial and network e�ects [48],
and they can estimate uncertainty by capturing stochasticity at the individual
level. Despite these advantages, current ABMs for the spread of far-right mes-
sages have two important limitations, summarized as follows.

First, in current models, agents do not exchange actual texts; rather, their
interactions are abstracted as a stochastic process such as the probability of
passing a type of message, or an agent gradually aligns itself on the state most
commonly encountered among its peers [42]. A model is a simpli�cation, and
this longstanding abstraction of text evades the complexity of text processing
while answering important questions. But without the text, we miss an important
marker for detecting and preventing violence [15]. Furthermore, without knowing
how agents react to speci�c messages, we cannot estimate the e�ect of campaigns
to debunk speci�c arguments, such as COVID or election conspiracies [36].

Second, several parameters were created to keep the ABMs simple, such as
the `ease' or 'volatility' at which agents would change opinions [11], the strength
at which they would `in�uence' others [8], or their `tolerance' threshold to other
opinions [59]. These are called free parameters [30] as they are very di�cult to

calibrate empirically [11, 59, 8] since they do not directly map to a real-world
characteristic. Their combined values are calibrated by comparing aggregate out-
comes for the overall ABM with expectations, but their individual values cannot
be known [30]. For example, there does not exist a general `ease' at which some-
body changes their mind: it depends on the person and the message, among
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other aspects. Other �elds have stressed the importance of empirical grounding
for ABMs of social spreads. For instance, a review on innovation di�usion empha-
sized that the ability to calibrate ABMs from data is instrumental to shift their
use from a learning tool onto guiding policy decisions [60]. We thus need ABMs
with minimal reliance on parameters that cannot be individually calibrated.

Our main contribution is to address both limitations by avoiding the use of
parameters and by supporting the spread of actual messages. This is achieved
by combining ABMs with Large-Language Models (LLMs), such that each agent
uses a LLM to model its reactions with respect to a speci�c message based on the
agent's key demographics (age, sex, race and ethnicity, educational attainments).
In this paper, we design, implement, and assess the hybrid ABM/LLM model
on a sample case study using empirical data that includes U.S. demographics,
political opinions, and messages from the Truth Social platform.

The remainder of this paper is organized as follows. In Section 2, we succinctly
cover the design of ABMs for the spread of far-right messages or ideas that
marginalize vulnerable social groups, along with the emerging practice of hybrid
ABM/LLM models for computational social science. In Section 3, we present
the design of our model and explain its empirical grounding in representative
data sources. Experiments in Section 4 show how agents change in reaction
to di�erent messages, at several population scales. Finally, we summarize the
core limitations of the present model in Section 5 and provide directions for
extensions. To support replicability, our model and experiments are accessible
on a third-party repository at https://osf.io/h8zme/.

2 Background

2.1 Design of ABMs for the spread of far-right ideas

Building upon foundational work in opinion dynamics from the 1960s [1] and
1970s [14], the past two decades have witnessed a surge in ABM applications
to this �eld, exempli�ed by seminal contributions such as those by De�uant
et al. [13] and Hegselmann & Krause [47], among many others (see [33] for
a comprehensive overview). This rich literature reveals key distinctions among
models, which we organize in the �ve following critical characteristics.

First, most models represent opinions numerically (binary, discrete, or con-
tinuous) facilitating straightforward measurement of opinion distances and thus,
the quanti�cation of in�uence processes among agents. Interestingly, this numer-
ical encoding parallels methods used in political science to represent political
actors within multidimensional ideological spaces [54, 31].

Second, the number of actors involved in each in�uence event also varies.
While many models focus on peer-to-peer interactions, involving only two agents,
other con�gurations have been investigated. Many-to-one in�uence, where a sin-
gle individual is in�uenced by multiple agents (e.g., averaging opinions in the
immediate social environment [47]), and one-to-many in�uence, better suited for
information di�usion [51], are notable examples.
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Third, the core process of in�uence itself forms another signi�cant point of
divergence among ABM models. For a considerable period, mimetic in�uence�
the tendency for agents to adopt opinions similar to those observed in their social
environment� dominated the literature [16]. However, the inclusion of contrarian
dynamics [19] allows to model behaviors such as radicalization or the deliberate
distancing of opinions. More sophisticated models integrate both mimetic and
contrarian dynamics, making the in�uence process dependent on the opinion
distance between interacting individuals. Agents with similar views converge,
while those with dissimilar views diverge even further [28].

Fourth, the substratum of social in�uence�the underlying social structure
within which interactions occur� represents another key variable. Early models
often employed assumptions of random mixing within the population. More re-
cent work range from abstract network models (e.g., small-world or scale-free
networks) to the incorporation of empirically derived social network data [10],
often producing more nuanced and realistic results.

Finally, the lack of longitudinal data on individual opinions, often due to
sensitivity concerns, limits the evaluation of accuracy and predictive power of
ABMs. While macroscopic-level snapshots of opinion distributions are available,
the absence of detailed individual-level data restricts comprehensive validation
e�orts. Experimental data from social psychology and ethology provide partial
micro-validation of speci�c in�uence mechanisms, but often fall short of captur-
ing complex real-world in�uence processes, such as the role of media [16].

2.2 Combining ABMs with Large Language Models

Combining ABMs with LLMs creates a hybrid (systems) model since it uses a
simulation technique along with a technique from another domain [40]. As this
speci�c type of hybrid is relatively new, it goes by di�erent names such as `LLM-
based agents' [20] or `Generative Agent-Based Modeling' [23]. Several works have
either proposed or demonstrated that describing the sociodemographic charac-
teristics [45, 4] of agents (i.e., `conditioning' a prompt or creating a `persona')
can then �leverage the vast data within LLMs to capture human behavior and
decision-making [instead of] relying on modelers' assumptions� [23].

A conceptual framework for disinformation research and LLMs proposed to
power agents within a social network via LLMs [45]. GPT-4 was viewed as a
promising tool to suggest the evolution of opinions given a user pro�le and ex-
posure to an idea such as electoral fraud. Several of these ideas were realized in a
study by Zheng and Tang, released in November 2024 [62], who created a small
model where agents interact on Twitter (post, retweet, reply, like). Operating
without empirical data, the model illustrated changes in attitudes on an ab-
straction of the Roe v. Wade case on abortion. Although no statistical analyses
were conducted, visualizations suggested that average attitudes may �uctuate
over time without ever stabilizing, depending on the synthetic network topology
employed (small-world vs. scale-free networks). Opinion diversity (measured as
the number of unique opinions) also depended on the topology by increasing in
one case (small-world) and decreasing in the other (scale-free) [62].
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3 Methods

3.1 Design of the hybrid ABM/LLM model

Overview. We initialize each agent in our population with a set of demographic
characteristics (age, sex, race and ethnicity, educational attainments) that are
partially predictive of their initial opinion score. Agents are connected to mimic
the follower relationships on mainstream social media such as Twitter (before
becoming X). A set of right-leaning agents post speci�c messages based on an
empirical frequency that accounts for the relation between the amount of posts
and the number of followers (i.e., agents with fewer followers post less). In this
one-to-many in�uence model (section 2.1), all followers of the posting agents
will read their posts. Followers react immediately upon reading by using a LLM
that accounts for the content of the messages and the reader's demographic
characteristics The LLM is tasked with suggesting a new plausible opinion score,
which may become more conservative or more liberal as the LLM integrates
contrarian and mimetic dynamics (section 2.1). Since humans do not widely
change opinions by reading a single post, the suggested score is compared with
the agent's current opinion and leads to a moderate update that follows the
empirical literature on gradual changes in opinions. Previous models have shown
that dynamics may embrace a chaotic or an oscillatory trajectory [62], thus we
end the simulation after a set number of steps rather than stabilization.

Formal description. The population is modeled as a graph G = (V,E) con-
sisting of a set of users V and the users whom they follow via directed edges E.
Each agent i ∈ V has a constant set of demographic characteristics idem over the
duration of the simulation, and a variable opinion score itopi ∈ [−10, 10] that is
updated over discrete time ticks t. At t = 0, we use a LLM to initialize the scores
based on each agent's demographics, that is, i0opi ← LLM(idem)∀i ∈ V . Posi-
tive scores indicate left-leaning agents and negative scores indicate right-leaning
agents. The simulation proceeds for a duration speci�ed by the user.

At each tick t > 0, we perform an asynchronous update in three steps. First,
right-leaning agents {i|i ∈ V, itopi > 0} have a probability P (i) = f(din(i)) of
posting based on their number of followers, that is, the number of incoming
edges din(i) = |{u ∈ V |(u, i) ∈ E}|. A speci�c message is chosen at random from
a set of far-right messages M. Second, for all agents who post, their followers
{j|i, j ∈ V, itopi > 0, (j, i) ∈ E} read and react to the messages. That is, the
LLM is tasked with suggesting a plausible numerical score based on the reader's
demographics and the message content, LLM(jdem,m ∈ M). Due to stochastic
variations in the LLM, it may not deliver a numerical score, it may not be within
the target range, or it may be an implausibly wide departure from the agent's
current opinion. We thus treat LLM(jdem,m ∈M) as a random variable F that
starts by drawing a sample F ′ and calls itself again if criteria are not yet met:{

F ′(jdem,m) if F ′(jdem,m) ∈ [−10, 10] and |jtopi − F ′(jdem,m)| ≤ 2,

F (jdem,m) otherwise
(1)

ICCS Camera Ready Version 2025
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-97557-8_16

https://dx.doi.org/10.1007/978-3-031-97557-8_16
https://dx.doi.org/10.1007/978-3-031-97557-8_16


6 S. Zhong et al.

Unlike in a synchronous update where agents' values are bu�ered until all
have been visited, the asynchronous update computes and updates values in the
order in which agents are visited. This order may change at each time tick, as
agents are updated in reaction to a stochastic event (following an account that
posted). This mechanism thus uses an asynchronous update with random order.

Implementation considerations. Engineering the prompt is an essential com-
ponent of a LLM-based system. The prompt used to update an agent is shown
in Box 1. We experimented several versions of this wording. Suggesting that the
post was sent by a friend or by a peer had a risk of biasing the LLM in trust-
ing the message, thus we removed any description of the sender. This illustrates
the well-documented notion that less can be better in a prompt [37]. We had
to engage in `roleplay' by including �pretend you are� in the prompt, otherwise
the LLM would state that it is a machine learning model that cannot give an
opinion. As it is stochastic (even with a temperature of 0), the LLM may occa-
sionally return an invalid response, such as a variation of �I cannot answer this�
that lacks an opinion score. We thus loop queries to the LLM until a satisfactory
answer is obtained, in line with other recent works on prompting [53].

Box 1. Prompt to GPT to suggest a new opinion score for an agent.

Role prompt: Pretend you are a �age�-year old �race� �sex� who has
completed �education�

Main prompt: Pretend you have a political opinion score �opinion�

where -10 is far-right Republican and 10 is far-left Democrat. What is
your new opinion score after you see �message� sent to you on social
media? Do not explain your reasoning.

For replicability, note that a simulation primarily depends on OpenAI 1.58.1
(for the GPT API), Numpy 1.26.4 to store the agents' attributes and connections
(scaling-up since computations with arrays are faster than Python primitive data
structures), and re 2.2.1 (to parse the LLM response using regular expression).

3.2 Empirical data

Social network. The far right heavily relies on social media, with an established
presence on all well-known platforms including Twitter [29]. The use of such
a mainstream platform is suitable for our case study, since we simulate the
potential spread of far-right ideas among a general population rather than only
among right-leaning groups who may already endorse some of these ideas (e.g., on
the Parler or Truth Social platforms). To support replicability of our simulations,
we use a public domain sample of Twitter data consisting of 11, 316, 811 nodes
(users) and 85, 331, 846 edges (representing a follower relationship) [2].

While using the whole sample for simulations is sometimes unnecessary to
observe representative trends, it is potentially very expensive [20] and wasteful
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in terms of computations, and costly when using paid LLMs such as GPT. Sim-
ulations commonly right-size the computations by using a su�cient sample size
for the experiments [34] (see subsection 4.2). Each sample should be representa-
tive of the data. Using a python library for graph sampling [49], we noted that a
random sampling of node was unsuitable (the network consists of scattered users
lacking connectivity for message spread) and sampling by PageRank had poor
scaling (memory needs exceed 32GB). We use a degree-based sampling strat-
egy [26], which preserves characteristics of the degree distribution (e.g., heavily
skewed) but creates changes as evidenced by a Jensen-Shannon distance of 0.64
between a sample of 200 nodes and the whole network (using normalized degree
distributions). As noted by Moran-Tovar and colleagues, �while the degree dis-
tribution ignores the speci�c topology of the network, it captures the e�ect of
largely connected nodes or hubs on the transmission statistics� [38]. It is thus
appropriate to study the dynamics of spreading phenomena, but it may not sup-
port a more �ne-grained analysis (e.g., detecting communities). The sampling
library returns an undirected graph but Twitter data is directed : a user A follows
B and that is not necessarily reciprocal. We restored directionality by checking
for all sample nodes whether they appeared as a pair the edge list of the original
data, then we added the corresponding edges.

Messages. While Twitter shows us the reaction of a wide population to extreme
ideas, the diversity of topics and tones encountered on this platform limits its
usability as a source for such ideas. The partisan tone of alternative media
websites make them valuable sources to retrieve far-right ideas. In particular,
Truth Social (launched by Donald Trump) is the most right-leaning alternative
platform [17]. Per the Pew Research Center, most prominent accounts (94%)
were individuals rather than organizations [17]. It is thus a suitable source to
collect far-right messages as expressed by individuals. For replicability, we use an
open Truth Social dataset crawled from February 21st, 2022 to October 15th,
2022. The authors sampled posts and accounts using Trump's account as the
seed, then spread to his followers and other popular accounts. The dataset has
over 823, 000 posts and over 454, 000 accounts [22].

Not all messages can be used to spread ideas via a simulation, since some
may be too short or are only interpretable in the context of a discussion. We thus
undertook three typical steps for pre-processing political online messages [50].
First, we used the well established TextBlob Python library 0.18.0 [3] to assign a
sentiment polarity to each message from -1 (very negative) to 1 (very positive). In
order to study reactions regarding strongly worded messages, we retained posts
with absolute polarity above 0.9. Then, we removed posts with fewer than 25
characters (since they are either too context-dependent or lack content). Finally,
we removed all posts that contained links because the LLM may attempt and
fail to retrieve the URL's content thus causing simulation errors. This technical
limitation may impact the results since real-world social media users may be
more a�ected by posts that include references. Following our three steps, we
obtained 13, 239 messages to spread in our simulations (exempli�ed in Box 2).
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Box 2. Sample of Truth Social posts

• Insurrection my ass. Video after video now showing the Capitol Police
encouraging and inviting people through! We have all seen the videos and
most of us have them saved!!!
• Ilhan Omar is the perfect example of why we need an immigration
moratorium in America.
• Ignorant idiots! Y'all have no idea what the CDC, WHO, and this
government is getting you to do! Wake up now!
• If the U.S can a�ord to send 40 Billion dollars to Ukraine, then We can
a�ord to put armed security in all 131,000 schools in America!! Protect
the Children!! Evil people do not care about laws!!
• Yup! Fauci is evil and does need to be locked up!

Post frequency. Social media accounts do not continuously produce content;
rather, they post at a given frequency. To seed their simulated Twitter net-
work, Ben Sliman and Kohli analyzed the empirical distribution of the average
number of tweets per day as a function of the number of followers [7]. We ex-
tracted the numerical data from the plotted distribution in their article using
https://automeris.io Since the distribution is discrete (e.g., 260 followers, 270,
280...), we used a linear interpolation to obtain a continuous distribution that
allows us to quantify the frequency for all user accounts (e.g., 263 followers). The
authors' plotted distribution starts at 24 followers, thus we used an extrapola-
tion to estimate the posting frequency of users with fewer followers, under the
assumption that agents without followers would have no posts.

Demographics. Reviews on conspiracies and politically divisive decisions in
the U.S. (e.g., whether to vaccinate for COVID-19) have shown that key de-
terminants include age, sex, educational attainment, race and ethnicity. As we
previously detailed, these four determinants should be initialized together when

creating virtual agents due to their dependencies [6]. Otherwise, we would er-
roneously create agents with plausible age distribution and (separately) valid
educational attainments, but their joined distributions may not match the data.
We use the U.S. Census CPS Basic Monthly Data from October 2024 as this
nationally representative survey provides tables for the joint distributions of the
four social determinants [55].

4 Results

Evaluations of LLM agents can be performed at two levels [20]. At the micro-

level, simulated decisions from the agents (particularly through the prism of the
LLM) must align with real-world data (subsection 4.1). At the macro-level we
assess dynamics over the entire population, which may di�er from the sum of the
individuals given that ABMs often show emerging properties. Prior LLM/ABM
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models for the spread of political opinions used 15 agents over 10 simulation steps
and presented macro-level �ndings through visuals [62]. However, there is a risk
for such results to be an artifact of the limited model's size, or that �ndings lack
statistical signi�cance. We thus use a statistical approach to identify a suitable
model size (subsection 4.2) then we analyze the results (subsection 4.3).

4.1 Validating the use of LLMs for political opinions

We use a LLM to quantify the political opinion of an agent based on four demo-
graphic features. Assessing the accuracy of the LLM in performing this complex
task contributes to validating its use to initialize our agents and informs us of
the con�dence margin associated with the simulation results. Since the demo-
graphics of voters change over time, we compared the LLM results with the most
recent 2022 data from the Pew Research Center data [25] as well as the 2024
post-voting polls from NBC News [41]. Surveys have limited generalizibility since
many eligible voters do not vote. On average, the prediction of GPT are 6 per-

centage points away from either of the two surveys, which makes it suitable for
our application. The predictions are more accurate with respect to race (maxi-
mum error of 6%), followed by age (overestimating elderly as conservative and
young adults as liberal), educational attainments (overestimating liberals among
college graduates) and sex (with the highest error of 16% on female voters). Our
results based on GPT-4 con�rm previous reports based on GPT-3 [4]: it could
not be distinguished from humans when associating keywords with political par-
ties; it was also highly correlated with political votes when agents pro�les were
provided based on race, age, sex, and seven other characteristics.

Table 1. Prevalence of right-leaning voters in two surveys vs. prediction of GPT. For
GPT, we create a complete population and we aggregate to obtain the target feature
value. For example, for `male', we aggregate all male agents with weights corresponding
to the prevalence of race, educational attainments, and age category among males. We
also generate American Indians and Alaskan Natives (as one group) but they were
omitted from the racial breakdown due to their low prevalence.

Demographic feature Group Pew 2022 NBC 2024 GPT-4

Sex
Male 54% 55% 65%
Female 48% 45% 32%

Race

White 57% 57% 56%
Black 5% 13% 10%
Asian 32% 40% 34%

Educational attainments

Postgraduate 37% 38% 45%
College graduate 48% 50% 36%
Some college 54% 51% 49%
High school or less 59% 62% 60%

Age category

18-29 31% 43% 32%
30-49 45% 47% 43%
50-64 55% 54% 54%
65+ 56% 50% 62%

ICCS Camera Ready Version 2025
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-97557-8_16

https://dx.doi.org/10.1007/978-3-031-97557-8_16
https://dx.doi.org/10.1007/978-3-031-97557-8_16


10 S. Zhong et al.

4.2 Right-sizing the model: e�ects of scaling

We aim to identify a su�cient population size so that results re�ect the dy-
namics of the model instead of being an artifact of the model's size (see sec-
tion 3.2�Social network). As in previous works, we identify a su�cient size by
starting with a small population, gradually increasing its size, and measuring
whether the outputs depend on the population size (cf. Figures 7�9 in [24]). As
expected, the standard deviation decreases as the population size increases (Ta-
ble 2). A one-way ANOVA between the simulation outputs for each population
size shows no statistically signi�cant di�erences for 11 of the 13 demographic
groups. In the case of black agents (ANOVA p-value=0.03), a post hoc Tukey
HSD revealed that a population size of 100 was statistically di�erent from 150
(Q=4.57, p=0.02); there were no other di�erences. In the case of college gradu-
ates (ANOVA p-value=0.01), a population size of 100 was statistically di�erent
from 150 agents (Q=5.23, p=0.009) and 50 agents (Q=4.12, p=.04); again, there
were no di�erences between other sizes. In summary, a population size of 100 is
insu�cient as its results di�er from other sizes. There is no di�erence between
population sizes of 150 and 200 so either can be employed. In the remainder of
this paper, we use 200 agents as it yields a narrower standard deviation.

4.3 Dynamics of the population

Prior works measured the diversity of opinions as the number of di�erent opinions
among the agents [62], but this does not account for the frequency at which
these opinions hold. We thus measure the diversity of opinions using Shannon

Table 2. For each population size, we report the average ± standard deviation over
5 runs of the political opinion score, which ranges from -10 (far-right) to 10 (far-left).
We also perform an ANOVA on outputs of the 5 runs across population sizes.

Simulated population size (number of agents) ANOVA
Demog. Group 50 100 150 200 p-value

Male -4.04 ± 1.09 -3.20 ± 1.03 -3.72 ± 0.44 3.42 ± 0.32 0.39
Sex

Female -1.24 ± 0.75 -0.20 ± 1.26 -1.48 ± 0.39 1.17 ± 0.52 0.09
White -3.33 ± 0.88 -2.31 ± 0.92 -3.37 ± 0.48 3.04 ± 0.25 0.09
Black 1.40 ± 0.70 1.97 ± 0.60 0.63 ± 0.77 -1.14 ± 0.54 0.03Race

Asian -2.18 ± 2.17 -1.08 ± 0.42 -1.62 ± 1.79 0.38 ± 1.30 0.33
Postgrad. -0.56 ± 1.62 -0.56 ± 1.46 -0.60 ± 0.91 0.55 ± 0.52 0.99
College grad. -1.69 ± 0.90 -0.53 ± 0.66 -2.00 ± 0.46 1.36 ± 0.32 0.01
Some college -2.28 ± 1.85 -0.83 ± 1.56 -2.67 ± 0.64 2.36 ± 0.85 0.16

Educa-

tional

attain-

ments ≤high school -4.29 ± 0.98 -3.65 ± 0.90 -3.86 ± 0.56 3.66 ± 0.25 0.48
18-29 -0.90 ± 0.83 0.07 ± 1.02 -0.56 ± 0.26 0.28 ± 0.45 0.21
30-49 -1.34 ± 1.45 -1.50 ± 1.15 -2.30 ± 0.72 1.93 ± 0.17 0.44
50-64 -3.21 ± 0.78 -2.56 ± 0.65 -3.16 ± 0.57 2.95 ± 0.84 0.47

Age

cat.

65+ -4.07 ± 2.07 -2.66 ± 1.15 -4.24 ± 0.88 3.96 ± 0.43 0.23

Standard deviation 1.51 1.23 0.86 0.60
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Fig. 1. The diversity of opinions quickly plateaus (a) while the average opinion plateaus
after 20 steps (b). Standard deviations (blue bands) are based on 5 simulation runs.

Fig. 2. The initial distribution of opinions at t = 0 morphs into its �nal con�guration
at t = 25 across two simulation runs (A, B) for 200 agents.

entropy, where a higher entropy means more diversity. Figure 1-a shows that
the diversity initially rises modestly from 3.70 and plateaus at 3.84. The average
opinion value starts almost neutral in the population and steadily becomes more
right leaning, oscillating at -2.25 (Figure 1-b). Together, these results suggest
that being exclusively exposed to far-right messages produces a change in the
population. As shown in Figure 2, this change is not merely a shift where every
individuals experience the same decrease in opinion score. Rather, individuals
react based on their demographics, with some holding �rmly to their opinions (as
the distribution continues to go up to 10 � far left) and others having a stronger
reaction (as shown by the increased weight in the �rst half of the distribution).

5 Discussion

Given prior works on using GPT to emulate voting patterns [4] or key political
debates such as abortion [62], we have shown the feasibility of simulating changes
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in opinions due to exposure to speci�c political messages. Our work con�rms the
potential of combining LLMs with ABMs to to develop models that represent
human behavior and decision-making [23]. As stated by Park and colleagues, a
model generates behaviors in social media according to certain speci�cations [44].
The goal of a model is not always to merely witness a phenomenon (that we
already knew was happening); rather, it serves as a virtual laboratory to test
the consequences of possible interventions. The reddit simulation from Park et al.

thus paired a generating model with a what-if component to study scenarios such
as moderator interventions. By following our process or directly reusing our open-
source implementation, researchers can test strategies such as combining the
model with detection algorithms (e.g., for hate speech, incitement to violence, or
misinformation) to delete posts, ban their authors, or algorithmically deprioritize
posts (i.e., reduce their visibility in a reader's feed).

As we are only in the infancy of generative agent-based modeling, there are
several interesting avenues to extend the model. Pastor-Galindo et al. stressed
that it is �imperative to simulate and model realistic social networks� by mod-
eling three aspects [45]. In this paper, we focus on the �rst aspect of direct
communications as agents write posts to which their followers react. Our model
did not account for information sharing by mining links and other dynamic con-
tents shared on a network (which can be achieved by the LLM), and we did not
represent how user engagement varies depending on the type of content (which
needs a change in the model and prompt). Dynamicity can be important depend-
ing on the simulated time window: at the scale of a few days, we can assume that
the network is static (as in our study), but over longer durations, there would
be changes since individuals unfollow others or create links.

While our study used several real-world datasets for empirical grounding,
there are two limitations in data availability regarding individual opinions in
general (see section 2.1) and for certain political groups in particular. First, our
agents have a representative and internally consistent set of demographics but
given the paucity of data that associates such features with social media accounts,
agents were assigned at random to Twitter accounts. This makes it possible for
an extremely left-leaning agent to follow extreme-right accounts. As a result, the
changes observed in our simulation are an over-estimate of changes happening in
real-world networks characterized by assortativity and echo chambers. Second,
we examined changes due to exposure to far-right posts from Truth Social, while
noting that social media platforms such as Twitter/X contain a variety of posts.
At present, there is no left-wing equivalent to Truth Social that allows for the
same large-scale data collection. As new platforms (e.g., Bluesky) emerge, it may
become possible to simulate complete exposure to left- and right-leaning posts.
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