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Abstract. The paper focuses on the problem of detecting sentences con-
taining causal relations in Polish legal texts. The identification of these
relationships and their decomposition is a key factor in the effective anal-
ysis of legal texts and an important aspect in the extraction of parts of
such relationships. This represents a contribution to the development of
the field for languages other than English. The paper presents an anal-
ysis of the created dataset and based on it, classification was performed
in nine different experiments using selected machine learning and deep
learning algorithms (including several large BART-type models), taking
into account the specifics of legal language. The experiments confirm
the effectiveness of the proposed method, where the best model detected
sentences containing both explicit and implicit causality with an accu-
racy of approximately 86%. These results lead to further questions and
point to further directions for future development, especially in the field
of reasoning from legal texts.

Keywords: causal relationships · argumentation · artificial intelligence.

1 Introduction

Detecting cause-and-effect relationships is a challenge in natural language pro-
cessing. This requires advanced cognitive processes, and the resulting data has
wide applications in many scientific fields. However, there are several challenges
to overcome [4], such as minimizing ambiguity and recognizing causal relation-
ships that can exist in both explicit and implicit forms. Detecting relationships
can be a significant obstacle, especially in the latter case. As with other Natural
Language Processing (NLP) tasks, it is important to consider the impact of nat-
ural language, including its structural and semantic aspects such as vocabulary,
sarcasm, and metaphors. Both the language itself and the specific domain can
have an impact. Research on the influence of language on the process of formu-
lating cause and effect should not be limited to specific domains or languages.
Therefore, it is important to consider a wide range research in this subject. De-
tected causal relationships can be widely applied in many fields [2], including the
field of law. Accurate causal reasoning is crucial for legal professionals in their
daily work. For instance, judges use it to formulate sentences based on similar
case law, while attorneys and prosecutors use it to determine the appropriate
courtroom strategy.
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Two main tasks can be distinguished in causality detection. The first task
is to identify the locations (e.g. sentences) where causality occurs. Based on
this information, the parts of the relationship can be extracted, determining
the cause and effect, and filtering out irrelevant information. It is important to
maintain a clear and logical flow of information with causal connections between
statements.

2 Definitions

We can define causality as the relationship between two different events event1
and event2 in such a way that event2 results from event1. Various approaches
are used to formalize the definition of causality, e.g. as an implication where
the occurrence of cause c1 implies the occurrence of effect e1 (c1 ⇒ e1) or as
a logical equivalent (c1 ⇔ e2), for the reason of avoiding ambiguity [12]. The
choice of definition may thus depend on the specific problem that practitioners
were to solve [3]. Therefore, due to the fact that during our experiments it does
not matter whether an effect can occur for reasons other than those written out,
we decided to use logical equivalence notation.

2.1 Division by type

According to the definition of the type of relationship shown in [4], causal rela-
tionships can be divided into three categories as follows:

– c1 ⇔ e1, if c1 exists then e1 also exists, e.g. “The judge convicted him because
the evidence was against him”.

– c1 ⇔ ¬e1, if c1 exists then e1 does not exist, e.g. “It is clear from the witness’s
testimony that he could not do so”.

– ¬c1 ⇔ ¬e1, if c1 does not exist then e1 does not exist either, e.g. “The witness
was not allowed into the courtroom because he did not have a valid identity
card”.

2.2 Division by complexity

We can also divide causality according to other criteria. Causality can be single-
sentence or multi-sentence. In the case of the latter, the process of detection or
extraction is much more complicated [25]. In some cases, causality may be more
complex, such that the number of causes and effects may not be equal, i.e. many
different causes may cause one effect, or vice versa: one cause may lead to many
effects. Both causes and effects can be connected by conjunctions (c1 ⇔ e1 ∧ e2)
or by disjunctions, e.g. (c1 ⇔ e1 ∨ e2) in any way, including as combinations
of these two. Because of this, causality can also lead to so-called causal chains,
in the way that the effect of a cause, can be the cause of another effect, e.g.
“The court did not allow a witness into the courtroom, due to an invalid identity
document, which resulted in the person against whom the proceedings were
taking place being found not guilty”. We can therefore define such a chain as:
“invalid document (c1) ⇔ witness not allowed (e1/c2) ⇔ not guilty (e2)”.
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2.3 Division by form

We can also divide causality based on its form:

– explicit causality, occurring overtly in sentences, often with phrases or con-
junctions indicating causality, e.g. “The judge convicted him because the
evidence was against him”,

– implicit causality, occurring implicitly, often with parts divided between dif-
ferent sentences, e.g. “The judge found him not guilty. No evidence of his
guilt was found”.

Within explicit causality, we can further distinguish: marked causality, when
the text contains causal conjunctions, such as “because”, “as”; and unmarked
causality, when the text does not contain such a conjunct, but contains other
phrases (e.g. verbs) that indicate the existence of causality. In addition, each
linker, causal phrase can be divided into one of two categories, i.e. ambiguous
causal phrase, when a phrase or word can be used in different contexts and only
in some of them its use proves causality, and non-ambiguous causal phrase, when
causality is inferred from almost every instance of the phrase’s use.

2.4 Division by order of occurrence

The components of cause-effect relationships can be related to each other in dif-
ferent ways based on the timing of their occurrence. There are many different
divisions based on such criteria, e.g. TimeML [18], which distinguishes as many
as seven different types of temporal relationships, or CaTeRS [13], which distin-
guishes four types of them. Due to the complexity of the relationships of these
types, we can simplify them into two groups:

– the cause occurred before the effect, e.g. “The witness failed to attend due
to a car breakdown”,

– the cause occurred together with the effect, e.g. “The witness spoke slowly
because he had a speech defect”.

In the second case, it does not matter whether the cause and effect occurred
together throughout their existence – if there was a concurrent time, the relation
is qualified in this category.

3 Research status

Among the methods currently used in the field of causality detection, we can
distinguish between rule-based and pattern-based methods [6], statistical meth-
ods (including machine learning methods such as linear regression, Naive Bayes
or decision trees), and more sophisticated methods using deep learning and neu-
ral networks. Among the latter, we can distinguish architectures such as CNNs,
LSTMs, GRUs and Transformers such as BERT [4]. Each of these methods has
its own advantages and disadvantages. Methods using patterns require domain
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expertise, while methods using machine learning need to be programmed and
trained, which can result in the need for a large amount of resources. When de-
tecting causality, the use of word embeddings also plays an important role and
has a significant impact on improving performance [5].

The main problem during research is the lack of sufficient datasets, especially
in the context of languages other than English. The rudimentary yet underde-
veloped notion of causality in Polish legat texts was introduced in the [9]. In
addition, the domain from which the samples in the collection are drawn is im-
portant. In this case, it is difficult to compare the chosen methods, due to the
specificities of the language, in which certain features may be useless [8]. In par-
ticular, it is a difficult task to prepare a collection containing numerous instances
of implicit causation, due to the difficulty for annotators to recognize it.

The process of detecting whether a relationship exists in a text is often the
first step to extracting the components of a given causal relationship, but it is
an important part of it. Hence, it is significant to get the best possible results in
the first step, in order to avoid potential cascading errors in the future (when a
sentence without causality is flagged by the model as having such a relationship,
this can lead to further extraction errors [11]).

4 Dataset

The aim of our experiment was to perform causality detection at the sentence
level. For this, it became necessary to prepare a suitable dataset, which would
take into account not only whether a given sentence contains a cause-effect rela-
tion, but also the type of this relation, its complexity or form. For this purpose, 50
different court judgments in Polish were selected, from five different categories
(10 judgments from each): animal protection, taxes, juvenile, infringement of
privacy, international law.

The court judgments are taken from the publicly available Portal of Ad-
ministrative Court Judgments [23]. Due to their nature, they have anonymised
sensitive data, such as the names of individuals, place names, etc. Using the
author’s script (using the beautifulsoup library in Python [20]), the sentences
were downloaded in HTML format and appropriately processed to split them
into sentences (using the NLTK library [16]). The sentences prepared in this
way were then imported into the doccano software [15] used to prepare their
annotation. During the annotation process, the following tags were added for
each sentence:

– Causality / No Causality – if the sentence contains a causality relationship,
– Not valid sentence – whether the sentence is a valid sentence. Legal texts

sometimes contain referenced provisions or other phrases that should not be
included in the detection process.

If causality exists then:

– Implicit causality / Explicit causality – whether causality is explicit or non-
explicit,
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Fig. 1. Number of sentences by category of court judgement

– Single cause / Multiple causes – when there is only one, or many different
causes,

– Single effect / Multiple effects – when there is only one, or many different
effects,

– Event chain – if sentence contains chain of causality,
– c1 ⇔ e1 relation / c1 ⇔ ¬e1 relation / ¬c1 ⇔ ¬e1 relation – relation by

type of constituent parts,
– Cause before effect / cause together with effect – according to the timing of

cause and effect.

If explicit causality exists then:

– Marked / Unmarked – if the sentence contains phrase suggesting causality,
– Ambiguous causal phrase / non ambiguous causal phrase – if a phrase sug-

gesting causality does so only depending on the context or almost always.

The annotation process took place in two stages. First, we annotated the
entire dataset, then we performed verification on the same dataset, but without
access to the previously added tags. By comparing sentences whose tags differed
between the two processes, we only added those that were more appropriate. In
the process of preparing the collection for annotation, all the anonymised data
referred to above were replaced by the tokens “ENTITY_0”, “ENTITY_1”, etc.
depending on the number of unique abbreviations present in the sentence.

The sentences, which are the components of the judgments, have a specific,
very formal structure in which words and phrases specific to the legal language
are found (including often possessing phrases containing Latin). The detailed
number of sentences in each category is shown in Figure 1. As we can infer from
it, this set is largely unbalanced in terms of the number of sentences with a causal
link to those without. Nevertheless, this provides an indication that sentences
that contain causality comprise a large proportion of all sentences. Among the
items in the test set, sentences with a character count between 100 and 200 were
the largest group (Figure 2). Due to the fact that legal texts often contain very
elaborate sentences, there is also a large representation of samples with a much
higher number of characters. In each type of category, there is a certain number
of sentences with causality, without it, and those that are not correct sentences,
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Fig. 2. Number of sentences with the selected character range
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Fig. 3. Number of samples with Causality, No causality and Invalid sentence tags by
category

so they will not be analysed further (such sentences in the entire set are about
5.25%). A detailed division by category is shown in Figure 3.

In the dataset, each sentence was assigned appropriate tags as described
above. The detailed number of elements of a given class, together with the per-
centage, is shown in Figure 4. The collection for later use has been exported to
JSON format, which is the input for the programmes using the selected machine
learning models described in the next chapter.

Sentences with explicit causality, as described above, often have words or
phrases that suggest the existence of such a relationship. Figure 5 shows a list
of the most common words found in this type of sentence. These words, such
as “gdyż” (because), “wynika” (follows) or “jeżeli” (if) are typical phrases from
which causality is implied (other words, popular for a specific variety of language
are also found).
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Fig. 4. Division of samples by class

5 Experiments

The main goal of the experiment was to detect sentences with a causal relation-
ship, with a distinction between implicit and explicit causality. For this purpose,
different classification methods were prepared and after a training process, they
were appropriately evaluated using standard metrics such as Accuracy (ACC),
Precision (P), Recall (R) and F1 measure. Classifiers from two categories were
used for this purpose: machine learning-based and neural network-based. In each
case, we dealt with binary classification, in the following classes (the first class
is treated as positive and the second as negative):

– (E1) Causality / No Causality,
– (E2) Implicit causality / Explicit causality,
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Fig. 5. The most popular words along with the number of occurrences in sentences
containing causality relation.

– (E3) Marked / Unmarked,
– (E4) Ambiguous causal phrase / non ambiguous causal phrase,
– (E6) Single cause / Multiple causes,
– (E6) Single effect / Multiple effects,
– (E7) Event chain / No event chain,
– (E8) c1 ⇔ e1 relation / c1 ⇔ ¬e1, relation (due to insufficient number of

samples, the class ¬c1 ⇔ ¬e1 was omitted),
– (E9) Cause before effect / cause together with effect.

Nine different experiments were therefore conducted, each with 16 different mod-
els. Because the sets were not balanced, to equalize the number of elements of
the classes during training, the number of samples per class was equalized to the
number of elements from the least numerous class during a given experiment.
The equalization involved selecting random values from the dataset using default
mechanisms contained in the Scikit-learn library[17].

5.1 Machine learning-based methods

The first type of classifiers were machine learning models trained in a supervised
manner based on a labeled dataset. The following models were used: Multino-
mial Naive Bayes (MNB), Support Vector Machine (SVM), K-Nearest Neighbour
(KNN), Random Forest (RF) and XGBoost (XGB). The data were prepared in
three formats: Bag of Words (BoW), Term Frequency-Inverse Document Fre-
quency (TF-IDF) and in the form of dense vectors (word embeddings, WE) –
pre-prepared FestText vector sets for Polish, trained using the CBOW technique,
stored in 300 dimensions using n-grams of characters of length 5 and windows
size equals 10 negatives [7]. A detailed list of hyperparameters is presented in
Table 1.

ICCS Camera Ready Version 2025
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-97557-8_15

https://dx.doi.org/10.1007/978-3-031-97557-8_15
https://dx.doi.org/10.1007/978-3-031-97557-8_15


Detection and identification of causal relationships 9

Table 1. Hyperparameters of the models used in the experiments

Model Input Hyperparameters
MNB BoW, TF-IDF alpha: 1, fit_prior: True
SVM BoW, TF-IDF c: 1, kernel: rbf, degree: 3, gamma: scale, tol: 1e-3
KNN BoW n neighbors: 20, algorithm: ball_tree, leaf_size: 30
RF BoW n estimators: 100, criterion: gini, max features: sqrt
XGB BoW, WE n estimators: 1000, subsample: 0.8, early stopping

rounds: 10
SN WE optimizer: adam, loss: Binary Crossentropy
CNN WE optimizer: RMSprop (lr: 1e-4), loss: Binary Crossen-

tropy
BiLSTM WE optimizer: adam, loss: Binary Crossentropy, lstm

units: 32
Transformer WE embed_dim: 32, num_heads: 2, ff_dim: 32, maxlen:

300, optimizer: adam, learning_rate: 1e-4, loss: Bi-
nary Crossentropy

DistilBERT BERT tokens 104 languages, embed_dim: 768, hidden_layers: 7,
num_heads: 12

RoBERTa BERT tokens Polish only, embed_dim: 768, hidden_layers: 12,
num_heads: 12

HerBERT BERT tokens Polish only, embed_dim: 768, hidden_layers: 12,
num_heads: 12

Polbert BERT tokens Polish only, embed_dim: 768, hidden_layers: 12,
num_heads: 12

5.2 Neural network-based methods

The second type of classifiers are methods based on selected neural networks.
Several popular architectures based on such networks were chosen for the ex-
periment, such as: Shallow Neural Network (SN, only with one hidden layer),
Convolutional Neural Network (CNN), Bidirectional Long Short-Term Memory
Network (BiLSTM), Transformer Network (TN). In each of these cases, the in-
put data had the format of word embeddings vectors (the same as described in
the section on machine learning methods).

In addition, other models based on Bidirectional Encoder Representations
from Transformers (BERT), prepared for the Polish language on which the fine-
tuning process was carried out, were also used: DistilBERT (base, multilingual,
cased) [22], Polish RoBERTa v2 (large) [1], HerBERT (base, cased) [14], Polbert
(base, uncased) [10]. All these models were used with the Simple Transformers
library [19]. The models were selected based on the results of the KLEJ bench-
mark [21] (the GLUE equivalent for English models [24]). As for the previous
models, the hyperparameters of the models are detailed in Table 1.

Causal words or phrases are a great help in identifying obvious causation.
In the case of legal texts, such words differ to some extent from words used in
informal language. For example, the word “albowiem” (because, but very formal)
may or may not be used in causal contexts. Models can also fail when a sen-
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Table 2. Results of the Experiment 1 (E1)

Model Macro Causality No causality
AC P R F1 P R F1 P R F1

NB (BoW) 0.68 0.71 0.68 0.67 0.63 0.86 0.73 0.78 0.51 0.61
NB (TF-IDF) 0.66 0.69 0.66 0.64 0.61 0.87 0.72 0.78 0.44 0.56
SVM (BoW) 0.74 0.74 0.74 0.74 0.74 0.73 0.73 0.73 0.75 0.74
SVM (TF-IDF) 0.75 0.75 0.75 0.75 0.78 0.69 0.73 0.72 0.80 0.76
KNN 0.54 0.71 0.54 0.43 0.91 0.10 0.17 0.52 0.99 0.68
RF 0.77 0.77 0.77 0.77 0.81 0.71 0.76 0.74 0.83 0.78
XGB (BoW) 0.79 0.79 0.79 0.78 0.83 0.72 0.77 0.75 0.85 0.80
XGB (WE) 0.85 0.86 0.85 0.85 0.81 0.93 0.86 0.91 0.78 0.84
SN 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.74 0.73
CNN 0.70 0.74 0.70 0.69 0.65 0.89 0.75 0.82 0.51 0.63
BiLSTM 0.73 0.73 0.73 0.73 0.74 0.71 0.72 0.72 0.75 0.74
TN 0.72 0.74 0.72 0.72 0.68 0.85 0.75 0.79 0.59 0.68
DistilBERT 0.82 0.82 0.82 0.82 0.80 0.85 0.82 0.84 0.79 0.81
RoBERTa 0.86 0.87 0.86 0.86 0.83 0.92 0.87 0.91 0.81 0.86
HerBERT 0.85 0.85 0.85 0.85 0.81 0.91 0.86 0.89 0.79 0.84
Polbert 0.79 0.79 0.79 0.78 0.77 0.82 0.79 0.80 0.75 0.78

tence contains a cause-effect relationship, but either the cause or effect is split
across multiple sentences. This can result in a lack of relationship at the sentence
level, highlighting the need to study such links at a larger level than just one
sentence. Considering the complex sentence structures commonly found in legal
documents, it is important to keep in mind that these constructions can often
be lengthy due to the presence of multiple subordinate clauses.

6 Results

The main experiment (E1) was the detection of sentences with cause-and-effect
relationships. Table 2 shows the detailed results for this task by model. Depend-
ing on the model, accuracy scores range from 0.54 to 0.87. The best performer
was the RoBERTa model, which presented good results for both the class with
and without causality. Similar results were obtained by the XGBoost model
based on word embeddings vectors. Detecting causality in legal texts is there-
fore a possible task, although quite difficult in the case of implicit causality. In
the case of the latter experiment (E2), the results are also solid, but also in
this case, the RoBERTa model was the best, achieving an accuracy of 0.90. In
the results, we can also notice a regularity that models based on BERT trained
using only Polish texts perform noticeably better than the multilingual model.
In the case of models based on machine learning, there is not much difference
between the results of models based on BoW or TF-IDF. When evaluating such
models, we should keep in mind that if we wanted to use this type of data in fur-
ther experiments (e.g. extraction of such compounds), we should focus on better
Recall results than Precision, due to the cascade errors described earlier. The
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Table 3. Summary results of accuracy in experiments E2-E9

Model Accuracy
E2 E3 E4 E5 E6 E7 E8 E9

NB (BoW) 0.65 0.67 0.65 0.64 0.62 0.66 0.64 0.65
NB (TF-IDF) 0.66 0.65 0.61 0.63 0.60 0.66 0.64 0.65
SVM (BoW) 0.77 0.80 0.75 0.74 0.71 0.88 0.73 0.72
SVM (TF-IDF) 0.76 0.77 0.77 0.71 0.70 0.78 0.72 0.73
KNN 0.52 0.54 0.52 0.54 0.53 0.56 0.53 0.50
RF 0.78 0.83 0.80 0.75 0.74 0.88 0.75 0.75
XGB (BoW) 0.83 0.93 0.90 0.76 0.75 0.91 0.76 0.72
XGB (WE) 0.84 0.84 0.89 0.80 0.79 0.91 0.83 0.83
SN 0.76 0.77 0.50 0.71 0.68 0.50 0.73 0.50
CNN 0.70 0.65 0.61 0.67 0.68 0.88 0.72 0.63
BiLSTM 0.73 0.77 0.50 0.74 0.68 0.50 0.72 0.50
TN 0.68 0.75 0.50 0.71 0.56 0.50 0.71 0.50
DistilBERT 0.85 0.84 0.72 0.76 0.80 0.72 0.84 0.65
RoBERTa 0.90 0.91 0.84 0.86 0.86 0.84 0.88 0.76
HerBERT 0.86 0.91 0.81 0.85 0.81 0.56 0.85 0.65
Polbert 0.80 0.78 0.80 0.74 0.79 0.75 0.80 0.65

situation is similar for the other experiments (E3-9). The results for accuracy
for the experiments are shown in Table 3. Detailed results for both classes are
shown in Table 4.

7 Conclusions

The main issue with this type of analysis, in terms of causality, is the absence of
a suitable dataset, particularly for languages other than English. Therefore, it
is essential to create such a collection yourself, which can be a time-consuming
task, given the chosen domain of texts, such as legal texts.

Excluding legal texts from analysis can facilitate the process, but it can also
create issues when attempting to generalize methods. It is important to note that
this collection contains various types of documents, including statutory texts and
court judgments, which may differ significantly in their use of formal language.
However, court judgments often share a similar structure, typically including the
same components, such as the operative part, grounds, and referenced provisions.

Upon analysis of the collection, it can be concluded that although causality
sentences make up less than 20% of the collection, they convey crucial infor-
mation for future legal analysis. Additionally, determining the type of causality
can provide significant information, particularly in extracting the constituent
parts of such compounds. Explicit causality is the main form in which causal-
ity occurs. However, detecting implicit causality can be challenging due to the
ambiguity involved. Our empirical findings confirm that detecting causality in
sentences from real-world data, such as court judgments, can be achieved with
a satisfactory F1 index score of 86%.
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8 Future work

After a thorough analysis of the relationships present in legal texts, it is worth
considering the extraction of the components of these relationships. The ex-
tracted parts, including causes and effects, can provide important data for fur-
ther analysis, however, it is necessary to construct a specific models to identify
these components. The prevailing view in current research is that it is important
to develop general methods that can be applied to different fields. However, it
is worth noting that in some fields, such as medicine or law, the languages used
are so specific that they can pose a significant challenge for this type of analysis.
It is therefore crucial to carry out research dedicated to specific fields. Another
important step is to identify causality relations between a wider spectrum of sen-
tences. Often sentences in close neighborhood exhibit relationships that are not
discernible through single-sentence analysis. Models using the attention mecha-
nism can therefore be used for this purpose, in such a way as to find connections
between fragments of text located further apart.

Disclosure of Interests. The authors have no competing interests to declare that
are relevant to the content of this article.
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Table 4. Detailed results of experiments E2-E9

Experiment 2 Macro Positive Negative
P R F1 P R F1 P R F1

NB (BoW) 0.70 0.65 0.62 0.60 0.91 0.72 0.81 0.39 0.52
NB (TF-IDF) 0.73 0.66 0.63 0.60 0.93 0.73 0.85 0.38 0.52
SVM (BoW) 0.77 0.77 0.77 0.77 0.78 0.77 0.77 0.76 0.77
SVM (TF-IDF) 0.76 0.76 0.76 0.77 0.75 0.76 0.75 0.78 0.77
KNN 0.72 0.52 0.39 0.93 0.05 0.10 0.51 1.00 0.68
RF 0.78 0.78 0.78 0.80 0.75 0.77 0.77 0.81 0.79
XGB (BoW) 0.84 0.83 0.83 0.85 0.82 0.83 0.82 0.85 0.84
XGB (WE) 0.85 0.84 0.84 0.81 0.91 0.85 0.90 0.78 0.83
SN 0.76 0.76 0.76 0.76 0.75 0.76 0.76 0.77 0.76
CNN 0.74 0.70 0.68 0.64 0.92 0.75 0.85 0.47 0.61
BiLSTM 0.77 0.73 0.73 0.67 0.91 0.77 0.86 0.56 0.68
TN 0.71 0.68 0.66 0.79 0.48 0.60 0.63 0.87 0.73
DistilBERT 0.85 0.85 0.85 0.83 0.88 0.86 0.87 0.82 0.85
RoBERTa 0.91 0.90 0.90 0.86 0.96 0.91 0.96 0.84 0.89
HerBERT 0.87 0.86 0.86 0.80 0.96 0.87 0.94 0.77 0.85
Polbert 0.80 0.80 0.80 0.78 0.84 0.81 0.83 0.76 0.79

Experiment 3 Macro Positive Negative
P R F1 P R F1 P R F1

NB (BoW) 0.70 0.67 0.66 0.62 0.86 0.72 0.77 0.48 0.59
NB (TF-IDF) 0.70 0.65 0.63 0.60 0.90 0.72 0.80 0.41 0.54
SVM (BoW) 0.80 0.80 0.80 0.78 0.83 0.80 0.82 0.77 0.79
SVM (TF-IDF) 0.77 0.77 0.77 0.78 0.77 0.77 0.77 0.78 0.77
KNN 0.73 0.54 0.43 0.93 0.09 0.17 0.52 0.99 0.68
RF 0.83 0.83 0.83 0.82 0.84 0.83 0.84 0.82 0.83
XGB (BoW) 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.93
XGB (WE) 0.86 0.84 0.84 0.78 0.94 0.86 0.93 0.74 0.82
SN 0.77 0.77 0.77 0.78 0.76 0.77 0.77 0.78 0.78
CNN 0.76 0.65 0.60 0.59 0.98 0.74 0.94 0.32 0.47
BiLSTM 0.77 0.77 0.77 0.81 0.71 0.75 0.74 0.83 0.78
TN 0.75 0.75 0.75 0.75 0.76 0.75 0.75 0.75 0.75
DistilBERT 0.84 0.84 0.84 0.82 0.87 0.85 0.86 0.81 0.84
RoBERTa 0.91 0.91 0.91 0.87 0.96 0.91 0.96 0.86 0.90
HerBERT 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91
Polbert 0.78 0.78 0.78 0.80 0.74 0.77 0.76 0.82 0.79

Experiment 4 Macro Positive Negative
P R F1 P R F1 P R F1

NB (BoW) 0.68 0.65 0.63 0.60 0.85 0.71 0.75 0.44 0.55
NB (TF-IDF) 0.66 0.61 0.59 0.58 0.88 0.69 0.74 0.35 0.48
SVM (BoW) 0.76 0.75 0.75 0.71 0.83 0.77 0.80 0.67 0.73
SVM (TF-IDF) 0.77 0.77 0.77 0.77 0.77 0.77 0.77 0.77 0.77
KNN 0.76 0.52 0.38 1.00 0.04 0.08 0.51 1.00 0.68
RF 0.81 0.80 0.80 0.84 0.75 0.79 0.77 0.85 0.81
XGB (BoW) 0.90 0.90 0.90 0.93 0.85 0.89 0.87 0.94 0.90
XGB (WE) 0.89 0.89 0.89 0.86 0.92 0.89 0.91 0.85 0.88
SN 0.25 0.50 0.33 0.50 1.00 0.67 0.00 0.00 0.00
CNN 0.78 0.61 0.55 0.56 1.00 0.72 1.00 0.23 0.37
BiLSTM 0.25 0.50 0.33 0.50 1.00 0.67 0.00 0.00 0.00
TN 0.25 0.50 0.33 0.50 1.00 0.67 0.00 0.00 0.00
DistilBERT 0.72 0.72 0.72 0.72 0.71 0.72 0.71 0.73 0.72
RoBERTa 0.85 0.84 0.84 0.81 0.90 0.85 0.88 0.79 0.84
HerBERT 0.81 0.81 0.81 0.81 0.81 0.81 0.81 0.81 0.81
Polbert 0.80 0.80 0.80 0.81 0.79 0.80 0.80 0.81 0.80

Experiment 5 Macro Positive Negative
P R F1 P R F1 P R F1

NB (BoW) 0.66 0.64 0.64 0.71 0.49 0.58 0.61 0.80 0.69
NB (TF-IDF) 0.66 0.63 0.61 0.73 0.41 0.52 0.59 0.85 0.69
SVM (BoW) 0.74 0.74 0.74 0.76 0.71 0.74 0.73 0.77 0.75
SVM (TF-IDF) 0.71 0.71 0.71 0.71 0.73 0.72 0.72 0.70 0.71
KNN 0.76 0.53 0.41 0.52 1.00 0.68 1.00 0.07 0.13
RF 0.75 0.75 0.75 0.72 0.83 0.77 0.79 0.67 0.73
XGB (BoW) 0.78 0.76 0.76 0.72 0.88 0.79 0.84 0.65 0.73
XGB (WE) 0.80 0.80 0.80 0.78 0.84 0.81 0.82 0.76 0.79
SN 0.71 0.71 0.71 0.69 0.78 0.73 0.74 0.64 0.69
CNN 0.68 0.67 0.66 0.74 0.53 0.61 0.63 0.81 0.71
BiLSTM 0.75 0.74 0.74 0.78 0.67 0.72 0.71 0.81 0.76
TN 0.71 0.71 0.71 0.72 0.71 0.71 0.71 0.72 0.71
DistilBERT 0.76 0.76 0.76 0.74 0.79 0.77 0.78 0.72 0.75
RoBERTa 0.87 0.86 0.86 0.84 0.90 0.87 0.90 0.82 0.86
HerBERT 0.85 0.85 0.84 0.83 0.88 0.85 0.87 0.82 0.84
Polbert 0.74 0.74 0.74 0.74 0.76 0.75 0.75 0.73 0.74

Experiment 6 Macro Positive Negative
P R F1 P R F1 P R F1

NB (BoW) 0.64 0.62 0.60 0.70 0.42 0.52 0.58 0.82 0.68
NB (TF-IDF) 0.63 0.60 0.57 0.70 0.35 0.47 0.57 0.85 0.68
SVM (BoW) 0.71 0.71 0.71 0.73 0.67 0.70 0.69 0.75 0.72
SVM (TF-IDF) 0.70 0.70 0.70 0.70 0.70 0.70 0.70 0.69 0.70
KNN 0.66 0.53 0.40 0.51 0.98 0.68 0.81 0.07 0.12
RF 0.74 0.73 0.73 0.72 0.77 0.74 0.75 0.70 0.72
XGB (BoW) 0.75 0.75 0.75 0.73 0.79 0.76 0.77 0.71 0.74
XGB (WE) 0.80 0.79 0.79 0.78 0.82 0.80 0.81 0.77 0.79
SN 0.69 0.68 0.68 0.67 0.72 0.70 0.70 0.65 0.67
CNN 0.69 0.68 0.68 0.73 0.58 0.64 0.65 0.79 0.71
BiLSTM 0.69 0.68 0.68 0.66 0.76 0.70 0.71 0.60 0.65
TN 0.61 0.55 0.49 0.53 0.91 0.67 0.68 0.20 0.31
DistilBERT 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80
RoBERTa 0.86 0.86 0.86 0.86 0.87 0.87 0.87 0.86 0.86
HerBERT 0.81 0.81 0.81 0.78 0.85 0.82 0.84 0.77 0.80
Polbert 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79

Experiment 7 Macro Positive Negative
P R F1 P R F1 P R F1

NB (BoW) 0.69 0.66 0.64 0.61 0.88 0.72 0.78 0.44 0.56
NB (TF-IDF) 0.80 0.66 0.61 0.59 1.00 0.74 1.00 0.31 0.48
SVM (BoW) 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88
SVM (TF-IDF) 0.79 0.78 0.78 0.85 0.69 0.76 0.74 0.88 0.80
KNN 0.77 0.56 0.46 1.00 0.13 0.22 0.53 1.00 0.70
RF 0.88 0.88 0.87 0.93 0.81 0.87 0.83 0.94 0.88
XGB (BoW) 0.92 0.91 0.91 0.84 1.00 0.91 1.00 0.81 0.90
XGB (WE) 0.92 0.91 0.91 0.84 1.00 0.91 1.00 0.81 0.90
SN 0.25 0.50 0.33 0.50 1.00 0.67 0.00 0.00 0.00
CNN 0.90 0.88 0.87 0.80 1.00 0.89 1.00 0.75 0.86
BiLSTM 0.25 0.50 0.33 0.50 1.00 0.67 0.00 0.00 0.00
TN 0.50 0.50 0.38 0.50 0.06 0.11 0.50 0.94 0.65
DistilBERT 0.72 0.72 0.72 0.73 0.69 0.71 0.71 0.75 0.73
RoBERTa 0.88 0.84 0.84 0.76 1.00 0.86 1.00 0.69 0.81
HerBERT 0.77 0.56 0.46 1.00 0.13 0.22 0.53 1.00 0.70
Polbert 0.83 0.75 0.73 1.00 0.50 0.67 0.67 1.00 0.80

Experiment 8 Macro Positive Negative
P R F1 P R F1 P R F1

NB (BoW) 0.67 0.64 0.63 0.74 0.45 0.56 0.60 0.84 0.70
NB (TF-IDF) 0.68 0.64 0.61 0.77 0.39 0.52 0.59 0.89 0.71
SVM (BoW) 0.73 0.73 0.73 0.74 0.72 0.73 0.73 0.75 0.74
SVM (TF-IDF) 0.72 0.72 0.72 0.70 0.75 0.73 0.73 0.68 0.70
KNN 0.73 0.53 0.41 0.52 1.00 0.68 0.95 0.07 0.13
RF 0.75 0.75 0.75 0.74 0.78 0.76 0.77 0.72 0.74
XGB (BoW) 0.76 0.76 0.76 0.76 0.77 0.76 0.76 0.76 0.76
XGB (WE) 0.83 0.83 0.83 0.84 0.80 0.82 0.81 0.85 0.83
SN 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73
CNN 0.73 0.72 0.72 0.78 0.61 0.69 0.68 0.83 0.75
BiLSTM 0.73 0.72 0.72 0.75 0.66 0.71 0.70 0.78 0.74
TN 0.72 0.71 0.71 0.75 0.65 0.69 0.69 0.78 0.73
DistilBERT 0.84 0.84 0.84 0.84 0.83 0.83 0.83 0.84 0.84
RoBERTa 0.88 0.88 0.88 0.86 0.91 0.88 0.90 0.86 0.88
HerBERT 0.85 0.85 0.85 0.83 0.89 0.86 0.88 0.81 0.84
Polbert 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80

Experiment 9 Macro Positive Negative
P R F1 P R F1 P R F1

NB (BoW) 0.66 0.64 0.63 0.61 0.81 0.70 0.71 0.48 0.57
NB (TF-IDF) 0.67 0.64 0.63 0.61 0.83 0.70 0.72 0.46 0.56
SVM (BoW) 0.72 0.72 0.72 0.72 0.73 0.73 0.73 0.71 0.72
SVM (TF-IDF) 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73
KNN 0.75 0.51 0.35 1.00 0.02 0.03 0.50 1.00 0.67
RF 0.76 0.75 0.74 0.83 0.63 0.71 0.70 0.87 0.77
XGB (BoW) 0.72 0.72 0.72 0.72 0.73 0.73 0.73 0.71 0.72
XGB (WE) 0.84 0.83 0.83 0.79 0.91 0.85 0.89 0.76 0.82
SN 0.25 0.50 0.33 0.00 0.00 0.00 0.50 1.00 0.66
CNN 0.72 0.63 0.59 0.87 0.31 0.46 0.58 0.95 0.72
BiLSTM 0.25 0.50 0.33 0.00 0.00 0.00 0.50 1.00 0.66
TN 0.25 0.50 0.33 0.00 0.00 0.00 0.50 1.00 0.66
DistilBERT 0.65 0.65 0.65 0.63 0.68 0.66 0.66 0.61 0.63
RoBERTa 0.77 0.76 0.76 0.73 0.84 0.78 0.81 0.69 0.75
HerBERT 0.65 0.65 0.64 0.67 0.57 0.62 0.63 0.72 0.67
Polbert 0.66 0.65 0.65 0.63 0.75 0.68 0.69 0.56 0.62
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