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Abstract. This paper presents an AI-based decision support system for spinal 

pathology diagnostics using MRI. The system incorporates an ensemble of neural 

networks and explainable AI (XAI) tools based on Grad-CAM. Our approach is 

aimed not only at enhancing the transparency of AI predictions, but also at im-

proving clinical decisions in diagnostically complex cases. We experimentally 

show that (1) XAI can be used to restructure the training dataset to improve model 

performance, and (2) radiologists make more accurate diagnoses when provided 

with XAI maps alongside standard images. Our system shows promising results 

in detecting borderline cases of intervertebral disc protrusions, and lays the foun-

dation for integrating XAI into clinical practice. 

Keywords: Explainable AI, Grad-CAM, MRI, Spinal Pathology, Medical Im-

aging, Neural Networks 

1 Introduction and Motivation 

High-tech medical imaging, and in particular MRI images, are the first-line information 

sources in diagnosing spinal disorders [1, 2, 3]. The accuracy of human expert judge-

ment of medical images is far below 100% [4, 5] and is determined not only by the 

qualifications and experience of radiologists, but also by their subjective differences, 

as well as by the degree of pathology manifestations.  

This fully applies to degenerative spinal diseases [6, 7]. For example, intervertebral 

protrusions are often visually less pronounced compared to extrusions. Meanwhile, ac-

cording to the Michigan State University classification [9], they represent significantly 

more complex diagnostic cases, where the boundaries between normal and pathological 

are blurred.  

Today, artificial intelligence (AI) tools declare equal, if not better, accuracy in clas-

sifying spinal lesions than human experts [10, 11, 12]. However, they do not go beyond 

laboratory conditions to widespread clinical practice. This paradox is explained by a 

range of reasons, among which until recently priority belonged to the "black box" na-

ture of AI. This challenge was expected to be addressed by the numerous means of 

explainable AI (XAI) [13, 14], however, their inclusion in medical AI tools did not 

appear to change the situation much. This is largely because the European Medical 

Device Regulation (EU MDR) endorsed restrictions regarding transparency and other 
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XAI features that have to be met before an AI based tool can be implemented in clinical 

practice [15]. 

In this regard, it would make sense to shift the focus of researchers from using XAI 

in medical domain for its “direct purpose”, that is, as a means of explaining decisions 

made by an AI system, towards using XAI as an additional source of information for 

professionals, along with the image itself and its AI segmentation. The need for such a 

shift was clearly stated in [16, 17]. The inclusion of XAI tools in the structure of AI 

medical imaging systems has been widely reported [18, 19, 20, 21]. However, we could 

detect only a few works containing methodically verified quantitative estimates of its 

feasibility. 

Several studies [22–24] explored diagnostic support using Grad-CAM or segmenta-

tion overlays, but were limited in scope or dataset size.  

 [23] reported that using similar AI support in MRI diagnostics of brain disorders 

significantly, by almost 4%, decreased the number of cases erroneously classified as 

healthy (false negatives), even among experienced radiologists.  

In [24], the radiologists of various level of qualification were consecutively pre-

sented with two series of images: MR images of vertebral bodies with degenerative 

changes separately, and then in combination with the results of segmentation according 

to the Modic scale [25] in a special AI system. The agreement between junior and senior 

neuroradiologists significantly improved in the latter case (from Cohen's kappa score 

of 0.52 to 0.58). It is noteworthy that both [23] and [24] cases did not raise any diag-

nostic doubts among experienced radiologists. In particular, [24] reported senior neu-

roradiologists having almost identical opinions of all the presented cases regardless of 

the experimental scenarios.  

Of much greater research and practical interest are borderline cases, where the prob-

ability of error of both a human professional and an AI diagnostic system could be 

expected to be higher. For example, when diagnosing intervertebral hernias, the error 

rate even among experienced radiologists would reach 30% and more [26]. In addition 

to diagnostic errors themselves, this reduces the quality of the dataset markup used to 

train the AI system, and, accordingly, fundamentally limits its effectiveness. 

Our paper aims to examine the effectiveness of XAI as an additional source of in-

formation for professionals to alleviate the above limitations in diagnostically compli-

cated cases, using the example of spinal pathologies. We assume that the demonstration 

of XAI results will help the professional to discern inconspicuous details of the image 

and thereby increase the accuracy of diagnosis in complicated cases, including those 

regarded as borderline. To summarize, our contributions are as follows:  

‒ We propose a novel AI system with ensemble architecture for spinal pathology 

segmentation, equipped with XAI tools in the form of Grad-CAM activation maps 

with the ability to select controlled neural network (NN) layers for ensemble ele-

ments. This would allow the medical practitioner to choose the most informative 

level of XAI granularity.  

‒ We experimentally show that the results of XAI can be used as a means of modi-

fying the training dataset, which would lead to an increase in the efficiency of the 

AI system in segmenting borderline cases.  
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‒ We experimentally show that demonstration of XAI results along with the original 

MRI image leads to increased diagnostic performance of professional radiologists 

in borderline cases. 

The remainder of this paper is structured as follows. Section 2 presents the method, 

including architecture, preprocessing, and experimental setup. Section 3 discusses the 

results. Section 4 concludes the paper and outlines future directions. 

2 Method and Materials 

2.1 Neural Network Configuration 

The developed NN for MRI image segmentation is based on the ensemble of models 

with SegResNet, UNETR, and Swin UNET architectures, respectively. The general 

structure of the developed NN is presented in Figure 1. 

 

Fig. 1. Developed NN structure  

SegResNet [27] from Monai [28] is a deep learning-based segmentation model opti-

mized for medical imaging (e.g. MRI/CT) where edge accuracy and detail preservation 

are essential [29]. In the proposed NN model SegResNet serves as a backbone. UNETR 

[30] and Swin UNETR [31] are transformer-based architectures effective for 3D seg-

mentation tasks. Their inclusion ensures a good balance between global context and 

spatial detail. 

The final segmentation of the analyzed image is performed by pixel-by-pixel voting 

of predictions made by the models participating in the ensemble. The developed NN 

was trained using the Adam optimizer, an initial learning rate of 0.0001, and the loss 
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function Dice + Focal Loss. The 5-fold cross-validation method was used for valida-

tion. The plateau criterion was used for early stop of training. 

While other segmentation models such as Attention UNet, DeepLabV3+, and V-Net 

are also popular, they either lack support for volumetric data (e.g., DeepLabV3+) or 

show limitations in processing long-range dependencies in small datasets. Our selected 

architectures are complementary in design and offer a well-rounded ensemble suited to 

the task of detecting subtle spinal abnormalities. 

 

2.2 XAI Implementation 

The scheme of XAI implementation in the developed NN is shown in Fig. 2. 

 

Fig. 2. Scheme of XAI implementation 

The method chosen for implementing XAI was Grad-CAM [33], which captures ac-

tivation maps of the selected NN layer and then overlays them on the input image as a 

heat map using gradient descent and appropriate spatial transformations. The Grad-

CAM method has gained widespread acceptance in medical applications [21, 34, 35] 

as an intuitive means of visually demonstrating those areas of the input image that ap-

peared to be the most important "from the point of view" of the AI model. Grad-CAM 

was chosen for its visual clarity and compatibility with CNN architectures, making it 

especially suitable for radiological interpretation. 

Developing the Grad-CAM activation map begins with the selection of the NN target 

layer, which is shown in yellow in Figure 2. A forward pass is then made through the 

3D SEGRESNET architecture, where the input image proceeds through successive con-

volutional layers (light green blocks) and normalizations. This is followed by back-

propagation of the error, calculating gradients in the target layer, which determines the 

relevance of individual features. The resulting activation map is scaled to the size of 

the original image and superimposed on the latter as a heat map, which visualizes the 

areas most highly relevant for the decision made by the model.  
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The last or penultimate layers of SEGRESNET were used as the target NN layer in 

our experiments. 

 

2.3 Metrics  

The model was evaluated using standard metrics, including Sensitivity, Specificity, 

Dice Score, and Cohen’s Kappa. 

 

2.4 Dataset 

A dataset of 1500 axial T2-weighted lumbar spine MRIs (512×512 px, 3 mm slice 

thickness) was collected from scanners by Siemens, GE, and Philips to ensure imaging 

variability. All cases were reviewed and labeled by five radiologists in a cross-voting 

protocol, based on the Lumbar Disc Nomenclature 2.0 and the MSU classification. The 

dataset includes 200 normal images and 1300 pathological cases, all limited to Grade 1 

intervertebral disc protrusions (MSU), deliberately excluding extrusions and sequestra-

tions to focus on diagnostically ambiguous cases. Due to privacy restrictions, the da-

taset is currently unavailable but is planned for anonymized release. 

 

2.5 Experimental Scenarios 

We conducted experiments according to three scenarios. 

Scenario 1 We also experimented with restructuring the training dataset based on 

Grad-CAM sensitivity rankings, which led to improved segmentation performance. De-

tailed results are omitted due to space constraints. 

Scenario 2 was aimed at assessing the impact of Grad-CAM demonstration on the 

accuracy of diagnostics performed by medical practitioners. Five professional radiolo-

gists with different levels of experience (from 2 to 10 years of practical work) were 

involved in the experiment. A sample of 100 triplets “original medical image + result 

of segmentation performed by NN + its GradCAM map” was formed. A network 

trained on a restructured dataset (see Scenario 1) was used as the NN. Twenty triplets 

from the sample were randomly selected for the demonstration. The radiologists were 

assigned the task of diagnosing and segmenting the affected area. In the first experiment 

(Scenario 2a), they were demonstrated only the original MRI image, in the second 

experiment (Scenario 2b) - the entire above-described triplet. The randomly selected 

triplets made repeated demonstration of an image already seen by the doctor highly 

unlikely. 

Scenario 3 Additionally, we evaluated the influence of Grad-CAM granularity levels 

on diagnostic decisions. These results will be presented in a future extended version.  

3 Results and Discussion 

Beyond the main diagnostic accuracy study (Scenario 2), we conducted auxiliary ex-

periments involving dataset restructuring (Scenario 1) and varying Grad-CAM 
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granularity (Scenario 3). Their results, while promising, are not shown here due to space 

constraints. 

Scenario 2. The results of the experiments for Scenario 2 are presented in Table 2. 

Table 2. Performance indicators of medical diagnostics when demonstrating original MRI  

images and triples of “MRI image + NN segmentation results + GradCAM markup results”. 

 Scenario 2a Scenario 2b 

No of 

parti-

cipian 

Sensi-

tivity 

Speci-

ficity 

Dice 

 

Sensi-

tivity 

Spec-

ificity 

Dice 

 

1 0.87 0.83 0.85 0.81 0.92 0.94 0.87 0.85 

2 0.82 0.86 0.80 0.75 0.91 0.92 0.85 0.83 

3 0.84 0.82 0.82 0.78 0.90 0.93 0.88 0.86 

4 0.86 0.85 0.84 0.80 0.93 0.94 0.86 0.85 

5 0.85 0.84 0.84 0.81 0.89 0.92 0.84 0.82 

Mean  0.85 ± 

0.04 
0.84 ± 

0.03 

0.83 ± 

0.03 

0.79 ± 

0.05 

0.91 ± 

0.03 

0.93 ± 

0.03 

0.86 ± 

0.02 

0.84 ± 

0.04 

 

Comparison of the results obtained in accordance with scenarios 2a and 2b shows 

that when demonstrating Grad-CAM maps along with the main MRI images, the effi-

ciency of diagnostics performed by radiologists increases (Sensitivity increased from 

0.85 to 0.91, and Specificity – from 0.84 to 0.93). This indicates that medical profes-

sional can more accurately determine the presence of pathologies, relying on the visu-

alized attention zones of the model. 

4 Conclusion and Future Works 

The paper proposes an AI system for segmentation of spinal pathologies with en-

semble architecture, equipped with an XAI tool in Grad-CAM form. The efficiency of 

the proposed system exceeds the SOTA model in diagnosing the most complex, bor-

derline cases of intervertebral hernias. 

Our experiments confirm that XAI improves model training and clinical perfor-

mance in borderline cases. The ability to dynamically adjust XAI granularity enhances 

diagnostic clarity. Future work includes Active Learning based on XAI focus zones, 

and adaptive XAI interfaces for clinicians. 
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