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Abstract. Cervical cancer is the leading cause of mortality among women, and 

early detection through effective screening is crucial for a better prognosis and 

treatment. Traditional manual methods, such as the Papanicolaou (Pap) test, are 

often time-consuming and ineffective. To overcome these limitations, this study 

proposes a novel hybrid model, Vision Transformer with Squeeze-and-Excitation 

blocks incorporated into the ResNet50V2 (ViT-SE_Res), for cervical cell classi-

fication. The model integrates the local feature extraction capabilities of Res-

Net50V2 with the global context modeling strength of ViT, effectively capturing 

both local and global features for improved accuracy. The model was evaluated 

on two datasets, Pomeranian and SIPaKMeD, achieving an accuracy of 98.80% 

and 98.51%, respectively, with SIPaKMeD being a binary classification task. The 

proposed ViT-SE_Res model offers a robust and efficient tool for cervical cancer 

screening, providing reliable detection of abnormalities to support early interven-

tion.  

Keywords: Cervical Cancer, Classification, ResNet50V2, Vision Transformer, 

Squeeze-and-Excitation  

1 Introduction 

Cervical cancer is one of the most widespread diseases among women, and its control 

is, therefore, a major concern worldwide [1][2][3]. The prognosis and treatment of cer-

vical cancer have improved significantly with early detection and diagnosis [4]. Papan-

icolaou (Pap) test is a widely used screening method to detect cervical cancer and pre-

cancerous lesions [5][6][7][8]. However, manual screening of Pap smears is a tedious, 

inefficient, and expensive process [9][10]. Furthermore, there is a subjective judgment 

of the decision made by different experts, which may be prone to errors [11][12]. Lastly, 
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traditional techniques are very labor-intensive and have a very long lead time, which 

makes them undesirable. These limitations led to the intent to investigate automatic 

screening methods.  

Deep learning (DL) has emerged as a promising approach for automated cervical 

cell classification, offering the potential to learn complex patterns in cervical cyto-

pathology images without manual feature engineering [13][14]. Deep learning methods 

have performed very well in the field of medical imaging [15] [16]. Convolutional neu-

ral networks (CNNs) have shown considerable success in the classification of cervical 

cytopathology images [15]. Nevertheless, classical CNNs may lack the ability to model 

global aspects of cervical cell extraction [1], while Vision Transformers (ViTs), which 

have shown great potential in computer vision, may fall short in adequately extracting 

cervical cell morphology information due to the compact size and unique structure of 

cervical cytopathology images [1]. As such, it is necessary to investigate techniques 

that could effectively integrate the advantages of CNN and ViT to improve the perfor-

mance of cervical cell classification [3].  

Several studies have explored deep learning-based methods for cervical cell classi-

fication. For example, Hemalatha et al. [13] introduced CervixFuzzyFusion for cervical 

cancer cell image classification. This study uses a feature fusion method that combines 

features from DenseNet201 and ViT using shifted patch tokenization and locality self-

attention models. Yang et al. [1] proposed a pyramid convolutional mixer (PCMixer) 

to classify cervical cells. The mixer integrates a pyramidal morphology module and a 

nuclear spatial mixing block to extract information on cervical cytopathology effec-

tively. Furthermore, Anand and Bachhal [2] used the VGG16 architecture, referred to 

as Cervical-Net, for the classification of cervical cells. Maurya et al. [14] presented an 

ensemble approach of combining the Vision Transformer network (ViT) and CNN for 

cervical cell classification. All these studies utilized the publicly available SIPaKMeD 

datasets.  

Although previous studies have explored architectures such as DenseNet201, 

VGG16, and ensemble methods involving CNNs and Vision Transformers, the poten-

tial of combining the ResNet family with ViT for cervical cell classification remains 

unexplored. This study addresses this gap by leveraging the residual learning of Res-

Net50V2 with Squeeze-and-Excitation (SE) block and the ViT attention mechanisms 

to classify cervical cells. ResNet50V2 has shown promising performance in cervical 

cell classification [17]. The SE block enables the network to focus more on the im-

portant features, thereby improving the performance [18]. Additionally, Vision Trans-

former has demonstrated potential in image classification tasks [5]. By combining the 

local feature extraction capabilities of ResNet50V2 and the global feature extraction 

capabilities of ViT [19], this study aims to achieve more accurate and robust classifica-

tion results. The key contribution of this study is as follows: 
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• Incorporating SE blocks into the residual block of ResNet50V2 to focus on 

the important feature and improve performance. 

• Proposing a novel hybrid model of SE-ResNet50V2 and Vision Transformer 

(ViT-SE_Res) for cervical cell classification. 

This study aims to develop an effective hybrid deep-learning model for classifying cer-

vical cells to help diagnose cervical cancer. The rest of the paper is organized as fol-

lows. Section 2 describes the materials and methods, Section 3 discusses the results and 

findings, and Section 4 presents the concluding remarks, followed by the references.  

2 Materials and Methods  

In this section, we discuss the dataset and its preprocessing technique, the proposed 

method, and the evaluation metrics.  

 

2.1 Dataset and Preprocessing Technique  

The datasets used in this study are from the Pomeranian Medical University in Szcze-

cin, Poland. This dataset contains a total of 419 cervical images, divided into 268 train-

ing images, 67 validation images, and 84 testing images. The dataset includes three 

categories: high squamous intra-epithelial lesion (HSIL), low squamous intra-epithelial 

lesion (LSIL), and normal squamous intra-epithelial lesion (NSIL) [20]. Most of the 

images have a resolution of 1130 x 1130 pixels. The second dataset is SIPaKMeD [21], 

which contains a total of 4049 single-cell images. These are divided into 2,591 training 

images, 648 validation images, and 810 testing images. This dataset comprises five 

categories: dyskeratotic, koilocytotic, metaplastic, parabasal, and supra-intermediate. 

Table 1 provides the details of the datasets.    

 

Table 1 Details of the dataset used for the study  

Dataset Category  No. of image Category  Training Validation Testing  

Pomeranian HSIL 124   

268 

 

67 

 

84 LSIL 61  

NSIL 234  

SIPaKMeD  Dyskeratotic 713 Abnormal  

 

2591 

 

 

648 

 

 

810 

Koilocytotic 725 

Metaplastic 693 

Parabasal 687 Normal 

Superficial-

Intermediate 

731 
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During data preprocessing, we resized the images to a uniform size of 224 x 224 pixels. 

Then, we normalized the images by scaling the pixel values to the range of [0, 1]. To 

further optimize input for the Vision Transformer (ViT-B16), the resized images were 

divided into non-overlapping patches of 16x16 pixels, ensuring compatibility with the 

model architecture. Sample images from both the Pomeranian and the SIPaKMeD da-

taset are shown in Fig. 1. 

 

HSIL LSIL LSIL NSIL NSIL 

     

 

 

 

 

 

Dyskeratotic 

 

Koilocytotic 

 

Metaplastic 

 

Parabasal 

 
Superficial inter-

mediate 

     

 

 

 

 

 

 

Fig. 1. Sample images from the Pomeranian and SIPaKMeD dataset   

As shown in Fig. 1, the first row represents samples from the Pomeranian, while the 

second row corresponds to the SIPaKMeD dataset. In the Pomeranian dataset, HSIL 

refers to more serious abnormalities characterized by moderate to severe dysplasia, 

which carry a higher risk of progressing to cervical cancer if left untreated. LSIL de-

notes non-cancerous cervical abnormalities where cells exhibit mild dysplasia or slight 

irregularities. NSIL represents normal cervical cells without precancerous changes. In 

the SIPaKMeD dataset, dyskeratotic cells are defined by abnormal keratinization and 

typically appear in dense clusters with orangeophilic cytoplasm and vesicular nuclei, 

often indicating HPV infection. Koilocytotic cells are characterized by large peri-

nuclear halos, hyperchromatic and irregular nuclei and are pathognomonic for HPV 

infection, frequently appearing as binucleated or multinucleated cells. Metaplastic cells 

resemble parabasal cells but exhibit more uniform size and shape, well-defined round 

cytoplasm, and darker staining; they are often associated with high-grade lesions 

(HSIL). Parabasal cells are small, immature squamous cells with cyanophilic cytoplasm 

and large vesicular nuclei, and they can be difficult to distinguish from metaplastic 

cells. Finally, superficial-intermediate cells are the most abundant type, with large po-

lygonal cytoplasm and small pycnotic or vesicular nuclei, which may display morpho-

logical changes in the presence of severe lesions. 
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2.2 Proposed Method  

In this paper, we propose a hybrid cervical cell classification model using ResNet50V2 

with SE block and Vision transformer (ViT) architectures. ResNet50V2 is a pre-trained 

CNN on ImageNet [22], used to extract rich hierarchical spatial features, leveraging its 

deeper residual structure [15] to improve performance. In our approach, Squeeze-and-

Excitation blocks are added following each ResNet block to improve the model's capa-

bility to adjust channel-wise feature responses. This allows the network to dynamically 

focus on more relevant features [23]. It applies global average pooling to squeeze spa-

tial dimensions, followed by two fully connected layers to excite and weight each chan-

nel, enhancing the network's focus on important features. On the other hand, ViT, a 

transformer-based model, captures global contextual relationships and long-range de-

pendencies [19].  

Both models are adapted by excluding their classification heads and freezing their 

pre-trained weights to retain their feature extraction capabilities and prevent overfitting. 

The input images are processed through these two branches independently, with fea-

tures of ResNet50V2 aggregated using global average pooling and SE-enhanced fea-

tures, and features of ViT flattened into a one-dimensional representation. The outputs 

from both branches are fused via feature concatenation, creating a unified feature vec-

tor. This fused representation is passed through a fully connected classification head, 

which includes dense layers with ReLU activations, dropout for regularization, and a 

final softmax layer for class predictions.  

By leveraging the complementary strengths of convolutional networks with SE-

enhanced residual learning and transformers, this hybrid model can effectively capture 

both local and global features, providing a robust and efficient framework for cervical 

cell classification. The overall framework of the proposed model is illustrated in Fig. 2. 

In our case, we used ViT-B16, which divides the input image of size 224x224 into 

patches of 16x16 pixels. This patch size allows the model to capture local information 

to process the ViT model effectively.  

The ViT-B16 architecture used in our model consists of 12 transformer encoder 

blocks, each comprising a multi-head self-attention mechanism with 12 attention heads 

and a feed-forward network (FFN) with a hidden size of 3072 [24]. The embedding 

dimension for each input patch is 768. Each block includes Layer Normalization and 

residual connections, followed by a GELU activation in the MLP layers. Position em-

beddings are added to the input patch embeddings to retain spatial information. A drop-

out rate of 0.1 is applied throughout the transformer blocks to mitigate overfitting. 

2.3 Evaluation Metrics   

To qualitatively evaluate the proposed model's performance, we used the accuracy, pre-

cision, recall, and F1 scores. These metrics provide a comprehensive assessment, with 
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accuracy reflecting overall performance and precision, recall, and F1 score providing 

information on the model's effectiveness in an imbalanced class [19]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+ 𝐹𝑁 
           (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃 
             (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁 
              (3) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2∗(Pr𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗Re𝑐𝑎𝑙𝑙)

(Pr𝑒𝑐𝑖𝑠𝑖𝑜𝑛+Re𝑐𝑎𝑙𝑙)
            (1) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2. The ViT-SE_Res proposed method for cervical cell classification 
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3 Results and Discussion  

In this study, to evaluate the proposed model, we used the Pomeranian and SIPaKMeD 

datasets. The dataset comprising 419 and 4049 images, respectively, were divided into 

training, validation, and testing sets, as detailed in Table 1. The experiment was con-

ducted using Python programming with the TensorFlow and Keras frameworks. The 

tuning procedure for the study is described as follows: we used the Adam optimizer 

with the ReLU activation for the hidden layers and Softmax for the final classification 

layer, with a learning rate of 0.002. A batch size of 18 was used to process the data 

before updating the model’s weights. The model was trained for 100 epochs, allowing 

it to pass through the entire training dataset, with early stopping to prevent overfitting. 

The results of the study using the Pomeranian and the SIPaKMeD dataset are illustrated 

in Table 2.  

 

Table 2 Results of the study using the Pomeranian and SIPaKMeD dataset 

Dataset Method  Classification 

type  

Accuracy Precision Recall F1 score 

Pomeranian  ViT: SE-

ResNet50V2 

Multiclass  98.80% 98.88% 98.80% 98.81% 

SIPaKMeD Multiclass  94.69% 94.72% 94.69% 94.66% 

Binary  98.51% 98.53% 98.51% 98.52% 

 

As shown in Table 2, the proposed method achieves 98.80% accuracy on the Pomera-

nian dataset, indicating that the combination of ResNet50V2 with SE and ViT is highly 

effective in classifying cervical cells. The high precision, recall, and F1 score further 

demonstrate the robustness of the model for cervical cancer diagnosis. On the SIPaK-

MeD dataset, the proposed method also performs well, achieving 94.69% and 98.51% 

accuracy for multiclass and binary classification, respectively. These results highlight 

the versatility and strong performance of the model across both types of classification 

tasks. In particular, the model is effective at identifying different types of cervical cells, 

showing its potential for precise abnormality detection. The high scores in binary clas-

sification also underscore its ability to distinguish between normal and abnormal cells, 

which is crucial in clinical settings for accurate diagnosis. 

The observed difference in performance between multiclass and binary classification 

on the SIPaKMeD dataset can be attributed to the inherent complexity of the multiclass 

task. In multiclass classification, the model must distinguish between several visually 

similar cervical cell types, which introduces a higher level of difficulty and potential 

for misclassification, especially between classes with subtle morphological differences. 

In contrast, binary classification simplifies the task by reducing it to identifying whether 
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a sample is normal or abnormal, making it less prone to inter-class confusion. Addi-

tionally, class imbalance and overlapping features among certain cell types in the mul-

ticlass scenario may further contribute to the lower performance. The confusion matrix 

of the proposed model is shown in Fig. 3.  

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 3. Confusion matrix: a) Pomeranian and b) SIPaKMeD binary  

In the confusion matrix, only one image was incorrectly classified in the Pomeranian 

dataset, and 12 images were in the binary classification of the SIPaKMeD dataset. This 

shows how the proposed method effectively classified cervical cells in different da-

tasets. The comparison of our study with the previous work is shown in Table 3.  

Table 3 Comparison of our study with previous work  

Ref Method  Dataset Accuracy Precision Recall F1 score  

[1] PCMixer SIPaKMeD 96.21   95.70  95.60  95.30  

[2] VGG16 SIPaKMeD 84.33% - - - 

[13] CervixFuzzyFusion  SIPaKMeD 93.36% - - - 

[14] ViT-CNN Max vote SIPaKMeD 97.6% 99.54 97.65 98.58 

[14] ViT-CNN Stacking SIPaKMeD 94.11% - - - 

[25] SA-ResNet50V2 SIPaKMeD 92% 92% 92% 92% 

Ours ViT-Res  SIPaKMeD 

multi 

94.69% 94.72% 94.69% 94.66% 

Ours ViT-Res  SIPaKMeD 

binary 

98.51% 98.53% 98.51% 98.52% 

Ours Vit-Res Pomeranian 98.80% 98.88% 98.80% 98.81% 

 

 a                     b   
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The results in Table 3 show a comparison of the previous works using the SIPaKMeD 

multiclass dataset. Among these, ViT-CNN demonstrates the highest accuracy, which 

is 97.6%, outperforming other models such as PCMixer at 96.21%, CervixFuzzyFusion 

at 93.36%, and ResNet50V2 at 92%. In contrast, traditional deep learning models like 

VGG16 show significantly lower accuracy at 84.33%, indicating limited performance 

in complex datasets like SIPaKMeD.   

Our proposed ViT-SE_Res hybrid model, however, is distinct from [14], as it inte-

grates the feature extraction capabilities of ResNet50V2 with the attention mechanisms 

of ViT, providing both local and global feature extraction. On the other hand, [14] ViT-

CNN ensembles the predictions of CNN and MobileNet via Max voting, achieving an 

accuracy of 97.63%, while using the stacking ensemble method results in an accuracy 

of 94.11%. By concatenating features from ResNet50V2 with SE and ViT, our study 

performs better than the stacking method but slightly lower than the Max voting en-

semble.   

This combination improves accuracy, achieving 98.80% on the Pomeranian and 

98.51% on the SIPaKMeD binary datasets, and 94.69% accuracy on the SIPaKMeD 

multiclass dataset, surpassing the model in [13], which achieved an accuracy of 

93.36%. Additionally, [25] uses a residual deep convolutional generative adversarial 

network (Res_DCGAN) for augmentation and adds a self-attention layer at the top of 

ResNet50V2, achieving an accuracy of 92% which is lower than ours. As a result, our 

study suggests that the integration of ResNet and ViTs offers significant advantages 

over standalone approaches, delivering high accuracy and balanced performance met-

rics across various datasets and configurations.   

Moreover, it is important to visualize which parts of the images (features) are crucial 

for the classification of cervical cancer. This can be achieved through explainable AI 

(XAI) techniques, which highlight the specific regions of the image that contribute to 

the model's classification decision. Gradient-weighted class activation mapping (Grad-

CAM) is a model-specific XAI method designed for use with DL models that incorpo-

rate CNN, where the spatial relationships in the data remain intact following its passes 

through the convolutional layers [26]. Fig. 4 shows the original images alongside their 

Grad-CAM visualizations, highlighting the area that contributes the most to the model's 

classification decision. 

In Fig. 4, the first and the second column shows images from the Pomeranian dataset 

and corresponding Grad-CAM, while the third and fourth column displays images from 

the SIPaKMeD dataset with corresponding Grad-CAM. This visualization helps iden-

tify the area of the images that is important for the classification model. For the Pom-

eranian dataset, the center of the cell background near the cell is significant, whereas in 

the SIPaKMeD dataset, the center of the cell plays a key role.  

In this study, Grad-CAM was employed to visualize and interpret the regions of cer-

vical cell images that contributed most to the model's predictions. Since Grad-CAM is 

designed specifically for convolutional neural networks, the visualizations were  
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Fig. 4. Visualization of images using Grad-CAM 

generated using the feature maps from the ResNet50V2 branch of our hybrid model. 

The Vision Transformer (ViT) branch does not retain the spatial hierarchies required 

for traditional Grad-CAM, as it operates on flattened patch embeddings and lacks con-

volutional layers. Therefore, Grad-CAM was not applied to the ViT component. While 

the transformer branch plays a critical role in the overall classification performance 

through feature fusion, its interpretability requires alternative methods, such as 

Pomeranian dataset   SIPaKMeD dataset 

Original image  Grad-CAM   Original image  Grad-CAM  
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attention map visualization, Attention Rollout, or Transformer Attribution techniques. 

Incorporating these transformer-specific explainability approaches will be considered 

in future work to provide a more comprehensive understanding of the hybrid model’s 

decision-making process. 

4 Conclusions   

This study successfully demonstrates the efficacy of a new hybrid approach that com-

bines SE with ResNet50V2 and Vision Transformer (ViT) for cervical cell classifica-

tion. By leveraging both the local feature extraction capabilities of ResNet50V2 and 

the global attention mechanisms of ViT, the proposed ViT-Res model effectively han-

dles the challenges of cervical cell classification and achieves remarkable accuracy and 

performance across different datasets. The findings highlight the advantage of integrat-

ing ResNet50V2 and ViT architectures, which collectively enable improved feature ex-

traction and classification. Furthermore, Grad-CAM was used to identify the important 

features of the images for decision-making in the classification model. Further studies 

could explore fine-tuning the model and expanding its application to larger and more 

diverse datasets, ultimately contributing to the automation and enhancement of cervical 

cancer screening processes. Additionally, validating the models with the independent 

dataset would help ensure the generalizability of the model.  
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