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Abstract. Logistic regression with covariates is the gold standard for
detecting epistasis (statistical genetic interactions) when analysing case-
control datasets from genome-wide association studies (GWAS) of dis-
eases. Nevertheless, genome-wide interaction studies (GWAIS) are still
performed without covariate correction for performance reasons as the
analysis of modern GWAS datasets may lead to several weeks of com-
putation time. However, omitting necessary covariate information causes
a substantial statistical error in most studies requiring genetic ancestry
adjustment via principal component analysis (PCA). Here, we present
a novel approach that uses proxy covariates generated by k-means clus-
tering in combination with contingency tables to reduce the runtime
complexity of logistic regression from O(NI) to O(N +IK) and to min-
imize the statistical error to a ground truth (GT) implementation that
uses per-sample covariate vectors from the PCA. By using GWAS data
with 141,621 genetic markers from 3,520 German patients with inflam-
matory bowel disease (IBD) and 4,288 healthy controls, we demonstrated
a 97-fold speed-up with two k-means clusters from PCA covariates com-
pared to the GT implementation. At the same time, we improved the
mean relative error (MRE) by more than 55% when compared to lo-
gistic regression without covariate correction. Our developments enable
logistic regression-based epistasis analysis with clustered PCA covariates
for GWAS datasets on a genome-wide scale.
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1 Introduction

Genome-wide association interaction studies (GWAIS) is a common tool to de-
tect associations between Single Nucleotide Polymorphisms (SNPs) and disease
status, typically via logistic regression [8]. In contrast to genome-wide association
studies (GWAS) [9], where SNP markers are tested individually for assocation
with disease status, GWAIS are conducted to detect (usually pairwise) gene-
gene (GxG) or SNP-SNP interactions, also known as statistical epistasis, which
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refers to the deviation from additive effects of the SNP markers. Consequently,
for an exhaustive genome-wide search of all possible combinations of SNP-SNP
interactions, the algorithmic complexity increases quadratically with the num-
ber of SNP markers to be tested. To obtain statistically reasonable results in
GWALIS, large GWAS datasets with at least several thousands of cases and con-
trols must be tested for association to achieve sufficient statistical power [13].
Recently, using GWAS data from UK Biobank for more than 70 human traits, it
was estimated that epistatic (non-additive) effects between SNP markers make
the second largest contribution to the heritability of complex traits, behind the
contribution of additive effects of SNP markers [4]. Therefore, efficient, accu-
rate, and interpretable methods for epistasis detection are needed to analyze the
epistatic genetic component on a genome-wide level.

Several epistasis tools such as BOOST [11] (heuristic) or PLINK’s [2] mul-
tiplicative logistic regression model enable an exhaustive (i.e. complete) search
for SNP-SNP interactions on a genome-wide scale, but suffer from long run-
times, and thus need to be carried out using cloud computing [3] or high-
performance clusters [10]. Other tools suggest machine learning approaches [1] or
even quantum-computing [5] to avoid exhaustive genome-wide searches, but this
carries the risk that significant interactions remain undetected. However, most
existing tools are unable to handle covariates, which are important variables
that should be taken into account in association studies, as they may confound
the outcome variable (here case-control status) in GWAS and GWAIS. Omitting
covariates produces lower quality results with less accuracy when compared to
the same results achieved from fitting a logistic regression model using covariate
correction [15]. As a standard procedure in GWAS and GWAIS quality control
principal component analysis (PCA) is used to characterize the population struc-
ture (genetic ancestry) of the study participants, and the principal components
(PCs) from PCA are usually used as covariates in the association analysis to
correct for population stratification.

Here, we present a new algorithm to introduce covariate correction in logistic
regression for epistasis detection. We reduce the runtime complexity to O(N +
IK) by using contingency tables and k-means clustering for the covariates with
subsequent sample classification based on the cluster affiliation of each sample
(N is the number of input samples, I the number of fitting iterations, K the
number of clusters). Evaluation on a real-world dataset shows a 97-fold speedup
and 55% improvement in accuracy using only K=2 clusters.

2 Methods

The classical additive model for logistic regression in epistasis detection has a
runtime complexity of O(NI) and can be optimized to O(N + I) using contin-
gency tables (see [14], N is the number of input samples, I the number of fitting
iterations). The approach provides a 10-fold speed advantage over the naive
implementation, but lacks the application of covariates to enhance accuracy.
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Our new approach achieves a similar runtime complexity of O(N + IK) at
a higher accuracy using K prozy covariate vectors. We demonstrate how to
generate reasonable proxy covariates using k-means clustering.

For the derivation, we presume a cohort of N study participants (samples)
and a binary trait (phenotype) Y, distributed in cases (y;=1) and controls
(y;=0). For each SNP pair (A, B) to be tested, we know the corresponding
genotypes g; a/p € G = {0,1,2} with the following encoding: (0) homozygous
reference, (1) heterozygous, (2) homozygous variant. Furthermore, each sample
is bound to a covariate vector v; € RE. We define V € {%, . ,M} as the
set of all covariate vectors from all samples. W.l.o.g. we assume vl #+ v_; Vi # j.

2.1 Additive Two-locus Logistic Regression

A commonly used statistically model is an additive two-locus logistic regression
as shown in Equation 1 [12, 15]. It uses the characteristic that SNPs occurs in
only three different genotypes. Additionally, it uses the above-described environ-
ment.

ID<P(Y:1|XA:9A>XB :g3)> _
P(Y=0|Xa=g94,XB=9B)

|7 |-1

Bo+ B1ga + Pagn + Bsgags + D Bapvr (1)
1=0

The model is fitted by using an maximum likelihood (ML) estimation over
all NV input samples in multiple iterations I. A score is calculated to test for
a correlation between the two SNPs and the phenotype (trait). As the score
follows a chi-squared distribution with one degree of freedom, a p-value can
be directly derived. The simplified runtime complexity for fitting this model is
O(NT) for each test, i.e. for each pair of SNPs. A commonly used implementation
of this model without the correction for covariates can be found in the popular
bioinformatics toolset PLINK (2, 6].

Wienbrandt et al. published a more efficient implementation of the fitting
of Equation 1 without covariates [14]. They benefit from the limited number of
combinations for the genotypes g4,p € G and create pre-calculated contingency
tables N3x3 by counting the occurrences of each genotype combination (n; )
separately for cases (N52%) and control samples (NVSU1). This simplified the ML
equation and reduced the runtime complexity to O(N + I).

2.2 Logistic Regression with Contingency Tables and Covariates

For a classification by genotype and the additional covariate vector, we introduce

Tw,g4,95 Which indicates the number of samples with the same covariate vector v

and genotypes g4,p € G at SNP positions A and B. In correspondence to [14],

a contingency table that takes a covariate vector into account is defined as:
N-1

Nosxz = (Mo jk)sys With 1,58 = Z 9ia=JNgip=kAv=uv] (2)
i=0
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Building on the extended contingency table, we update the ML function from
Wienbrandt et. al. [14] by an additional covariate vector component to:

L (8 ZZ Z neSe o 0(Pugagn) 15 (1= pyg, gs)] (32)

veV ga=0gp=0

1
with p, BT o
Pv,ga,g8 1—‘,—6_2”’9“"93 |7|_1 ( )
and 2y g, 95 = Bo + B19a + Bogp + B39498 + Z Baivi (3c)

=0

Obviously, 1y, g, .45 is expected to be 1 for only one combination of v, g4 and
gB, and 0 otherwise. As w.l.o.g. there are NV different covariate vectors in V, the
runtime complexity can directly be determined as O(NT), which is equal to the
calculation without contingency tables.

2.3 Proxy Covariates and Clustering

To reduce the runtime complexity, our approach is to classify all samples by
a fixed number of K <« N covariate vector prototypes, which we introduce as
proxy covariates. In the logistic regression calculation, we substitute the real
covariate vector v; for a sample by its proxy covariate v;. We define the set of
all proxy-covariates as V, and Equation 3a evaluates to Equation 4.

Ll“ Z Z Z C?;Zygza pwgmga) + nzc”Jt,zlA,gB hl(l - pﬁ,ymga)} (4)

ey 94a=0g5=0

As the number of distinct proxy-covariates is fixed (|V| = K), we can evaluate
the runtime complexity to O(N + IK). However, by replacing the real covari-
ates with a prototype, we introduce an error € which is preferably minimized:
Lln(ﬂ) = Lln(ﬁ) +e.

In order to minimize the error e, we choose k-means clustering of the covari-
ate vectors and use the cluster centers as appropriate proxy covariates 0 that
substitute the real covariate vectors of each sample as a prototype. In k-means
clustering, it is guaranteed that for each sample the distance to its cluster center
is minimized, i.e. the distance is shorter than to any other cluster center. Fur-
ther, the cluster centers are well-distanced by partitioning the covariate vectors
into nonoverlapping cells, which is essential for successfully fitting the regression
equation. A common problem for k-means clustering can be noise, which should
be eliminated by a proper quality control of the input data beforehand. Another
problem is that the number of clusters K must be chosen in advance. In gen-
eral, the best choice of K differs for each input dataset. In our evaluation, we
demonstrate the influence of different K on our benchmark dataset.
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3 Results

To evaluate our new algorithm, we used a quality-controlled dataset comprising
7,808 samples divided into 3,520 German patients with inflammatory bowel dis-
ease (IBD) and 4,288 healthy controls, genotyped at 141,621 SNPs. From PCA
we used the first 10 principal components (PCs) as covariates. We evaluated the
dataset in several different configurations: (a) we determined the ground truth
(GT) by running the implementation of Equation 3, i.e. the logistic regression
with individual covariate correction without clustering, (b) we conducted lo-
gistic regression without covariate correction (LogReg), and (c) we evaluated
logistic regression with k-means clustering of covariates with different choices of
K €{2,4,8,12,16 } (Equation 4).

For the ground truth (GT) run, we kept the best 100,000 results after check-
ing for plausibility, i.e. all results with a reported odds-ratio of zero or infinity
were removed in advance. The results are sorted ascending by the reported p-
value. From our test runs we keep the best 10 million results in expectation to
be able to reproduce the best outcomes from the GT within these results. The
tool was implemented in C++ and compiled with g++ v13.3.0. Runtimes were
measured as wall-clock execution times on our benchmark server equipped with
two Intel Xeon Gold 6538Y-+ processors. In total, 64 physical cores with 128
threads at a base clock frequency of 2.2 GHz were used.

We measure accuracy by firstly locating all exact SNP pairs from the best
GT results (S=100,000) in the results of the test run. The difference in the scores
is then calculated as the relative error (RE) in their logarithmized p-values. To
summarize the errors, we calculate the mean relative error (MRE). For a sample
i and its p-value from the test run p; and from GT p$T, MRE is defined as
follows:

MRE = Sz_lRE th RE; = 10gPi — log | (5)
= = i W1 P =
S |log p&T

As it is possible that results from the GT cannot be found in the best results of
a test run, we calculate two versions of the MRE: MREP** and MREV°*** where
we replace the corresponding p-value, that was not found in the test run, with
either p; = max {p} (best-case estimation, as we know that the p-value cannot
be lower than the least best recorded result) or p; = 1 (worst-case estimation,
as this is the maximum for any p-value). Further, we determine the number of
missed results from the GT in each test run.

Table 1 presents the runtimes as well as MRE with both estimations and the
number of misses for all our test runs. For the run without covariates and the
run with K'=2 clusters, we generated quantile-quantile (Q-Q) plots in Figure 1
representing the best 100,000 results from the GT and where they were found
in the corrsponding results from the test runs.
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Table 1. Runtimes and mean relative error (MRE) for logistic regression of our
benchmark dataset without covariate correction (LogReg) and for a different number
of clusters (K) in comparison to the ground truth (GT), which was calculated with
covariate correction for each sample individually (without clustering). MREP** and
MRE™ " represent best-case and worst-case estimations of the real MRE in the pres-
ence of missing results. The number of results missing in the GT run is listed in the
last row.

GT LogReg K=2 K=4 K=8 K=12 K=16
Runtime (HH:MM) 92:38 00:33 00:57 01:07 01:50 01:49 02:11

Speedup vs. GT 1.00 168.42 97.51 82.96 50.53 50.99 42.43
MREPest - 0.2335 0.1037 0.1139 0.1235 0.1123  0.1117
MRE"ers* - 0.3010 0.1039 0.1143 0.1245 0.1130 0.1121
Misses - 1,437 31 54 125 83 58

4 Discussion

In this paper, we showed that proxy covariates for logistic regression in epistasis
tests can reduce the computational complexity and, consequently, the execution
time while preserving the accuracy compared to an ideal calculation with individ-
ual covariate correction for each sample. The runtime of the ground truth (GT)
run could therefore be reduced from almost 4 days for our test dataset to only 57
minutes (for K=2) or up to 131 minutes (for K=16). This is a speedup between
42 and more than 97. Only calculating without covariate correction is still faster
with a speedup of 168. To quantify this improvement, we measured the mean rel-
ative error (MRE) by comparing the scores generated by the best 100,000 results
from the GT run with the scores from the same SNP pairs in the test runs. We
demonstrated that using proxy covariates generated by k-means clustering with
only two clusters (K =2) results in a worst-case estimation of MRE}S = 0.1039,
which is almost the same as the best-case estimation MRE'}?SQ = 0.1037. Thus,
the worst case estimation for K=2 is more than two times better than the best
case estimation without covariate correction (MRElﬁ‘f)SgtReg = 0.2335). We also
highlight that for two clusters only 31 scores out of 100,000 from the GT were
not found in the results of this test run, while, in contrast, 1,437 results from
the GT were not among the best 10 million results of the LogReg run.

The results from Table 1 and Figure 1 also show that our new approach
with k-means clustered covariates performs better over the full range of tested
K compared to an implementation without covariate correction. However, it is
noticeable that runs with more clusters (K >2) do not necessarily perform better
(in terms of MRE and missed p-values) than for K=2. The MRE"™" for K=8
is the worst MRE in our test runs with clustering and is around 20 % lower than
the MREP®! for K=2. The effect is even higher for missing results. In the run
with K=8 four times more results from the GT than in the version with K=2 k-
mean clusters were not found. We explain this behaviour by the uniformity of our
test dataset. Our GWAS quality control ensured that outliers were removed in
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Fig. 1. Q-Q plots that visualize the different —log10(p)-values calculated without any
covariates (left subfigure), and clustered covariates from Equation 4 with K=2 (right
subfigure) in comparison to those calculated by Equation 3 (referred to as ground truth
(GT)). The plots show the best 100,000 GT results (x-axis) and their corresponding
results in the test runs (y-axis). If a SNP pair was not found in the output file, the
—logio(p)-value was set to 0, and the corresponding data points are located on the
x-axis. The blue main diagonal indicates the ideal correlation.

advance and the study was originally focused on a homogeneous study population
such that the clustering of PCs did not lead to clearly distinct clusters for K >2.
Nevertheless, setups with heterogeneous datasets are not uncommon, hence we
will examine further non-uniform datasets to confirm this thesis in the future.
Finally, our goal is to use covariate correction for epistasis detection in
datasets that exceed the size of our test data significantly. Based on the im-
plementation of an exhaustive GWAIS in Wienbrandt et al. [14] that used hard-
ware acceleration to handle datasets with millions of genetic markers and tens
of thousands of samples, we target the implementation of our strategy on FPGA
and GPU acceleration hardware as well. With a speedup in the same order of
magnitude, the analysis of our test dataset would be finished in seconds, and
large datasets can be processed in terms of hours and days instead of years.
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