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Abstract. This paper proposes a multimodal sentiment analysis archi-
tecture that integrates text and image data to provide a more com-
prehensive understanding of sentiments. For text feature extraction, we
utilize BERT, a natural language processing model. For image feature
extraction, we employ DINOv2, a vision-transformer-based model. The
textual and visual latent features are integrated using proposed fusion
techniques, namely the Basic Fusion Model, Self-Attention Fusion Model,
and Dual-Attention Fusion Model. Experiments on three datasets, the
Memotion 7k dataset, MVSA-single dataset, and MVSA-multi dataset,
demonstrate the viability and practicality of the proposed multimodal
architecture.

Keywords: Sentiment analysis · Fusion models · Multimodal learning ·
Self-Attention mechanism.

1 Introduction

The enhancement of unimodal statistical models, which can serve as components
within multimodal frameworks, is progressing through the adoption of innovative
methodologies. Notably, the emergence of Bidirectional Encoder Representations
from Transformers (BERT) [6] and its variants has demonstrated superior per-
formance over preceding models, such as recurrent neural networks (RNNs) and
LSTMs in text-based sentiment classification due to its refined understanding of
textual syntax and semantics. In parallel, the introduction of Vision Transform-
ers [7], represents a significant extension of the transformer model architecture,
originally conceived for NLP applications, into computer vision. These models
leverage the strengths of large pre-trained datasets, showing enhanced efficacy
than CNNs in many image-related tasks. However, we find that vision trans-
former models may be able to better deal with the visual features than CNNs.

A good latent representation greatly influences the sentiment analysis results
and provides an excellent foundation for the following fusion phase. Modal fusion
is one of the main challenges in multimodal constructions. A single concatena-
tion method [16] can effectively integrate the multimodal information. Huang
et al. [9] proposed Deep Multimodal Attentive Fusion, which uses the internal
correlation between visual and textual features for sentiment analysis. They also
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pointed out the drawbacks of the early fusion methods and emphasized the great
performance of late fusion methods as they cannot always unlock the full po-
tential of each modal data. Yu et al. [19] used the attention technique on the
BERT model to deal with target-oriented tasks. Tsai et al. [15] proposed a cross-
attention technique to combine the different latent representations effectively,
enhancing the performance of each single modality. Recently, Lee et al. [11]
explored multimodal learning by leveraging BERT and DINOv2 for modeling
social interactions. However, their focus is on aligning language-visual cues for
referent tracking and speaker identification, whereas our work aims at sentiment
analysis and proposes novel attention-based fusion techniques tailored for this
specific task. In this paper, we use two advanced unimodal models: BERT [6]
and DINOv2 [13] and then propose three fusion methods to create a multimodal
sentiment analysis model combining the extracted features from text and im-
age modalities, named Basic Fusion, Self-Attention Fusion, and Dual-Attention
Fusion. The main contributions are as follows:

– Combined extracted features from multimodal data using different fusion
methods, such as the Basic Fusion, Self-Attention Fusion, and Dual-Attention
Fusion.

– Extensive experiments to compare the effectiveness of the methods using
three multimodal sentiment analysis datasets.

2 Method

First, we explain the unimodal information extraction process for both textual
and visual context information, respectively. Next, we detail the various fusion
methods that combine latent features from both text and image data to predict
sentiment analysis. The overall framework is shown in Fig. 1.

2.1 Textual Features

We utilize a BERT layer [6] for initial text processing. This involves feeding a
sequence of input tokens Xt = {x1, x2, ..., xn} into the BERT model, which pro-
duces a sequence of output embeddings H = {h1, h2, ..., hn}. Each embedding hi

is a 768-dimensional vector that captures the contextual information of the cor-
responding token within the entire sequence. To adapt these embeddings for our
multimodal sentiment analysis, we apply a linear transformation directly to the
entire sequence of output embeddings from BERT, reducing the dimensionality
of each vector from 768 to 256. For the final textual latent representation t, we
use the transformed CLS embedding tCLS, which represents a condensed view of
the entire input sequence. This approach leverages the CLS token’s embedding
directly after merging all the necessary information for sentiment analysis fol-
lowing its transformation. The representation is then used as part of the fusion
process.
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Fig. 1: The overall architecture of the proposed framework (Above). The fusion
methodology of the framework (Below): a) Basic Fusion Model; b) Self-Attention
Fusion Model; c) Dual-Attention Fusion Model

2.2 Visual Features

In the architecture, DINOv2 [13] serves as the foundational layer for extracting
complex features directly from image inputs. Each input image is first divided
into a sequence of patches, which are then linearly embedded into tokens and
processed through the DINOv2 transformer network. Upon processing images
through the transformer, the proposed model employs a custom linear transfor-
mation layer, which maps the transformer’s output from a 384-dimensional space
to a 256-dimensional space for each patch embedding. For the final visual latent
representation v, we use the transformed global feature embedding vCLS, which
represents a condensed view of the entire image. This approach leverages the
global feature embedding directly. It is then used as part of the fusion process
with textual features extracted from the BERT model in our sentiment analysis
framework.

2.3 Attentional Feature Fusion

We propose three fusion methods. A Basic Fusion Model that concatenates the
textual and visual latent representation (Fig. 1a). Let t be the textual latent
representation obtained from the BERT model, and v be the visual latent rep-
resentation obtained from the DINOv2 model. Both t and v are vectors. The
simple concatenation c is defined in Eq. 1

c = [t, v] (1)
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where [t, v] represents the concatenation of vectors t and v. The dimension of c
will be the sum of the dimensions of t and v. To capture the mutual information
of the concatenated latent representation, we introduce a self-attention layer
after the concatenation layer as the second method, namely the Self-Attention
Fusion Model (Fig. 1b). The output s of the self-attention mechanism is defined
in Eq. 2 as,

s = Softmax

(
cWQ(cWK)T√

dk

)
cWV (2)

where c is the concatenated vector given from Eq. 1. WQ, WK , and WV are the
weight matrices for the query, key, and value, respectively, which are applied to
the vector c. dk is the dimension of the key.

The third method is the Dual-Attention Fusion Model (Fig. 1c). Based on the
second fusion method, it additionally uses information from another modality
to adjust the latent representation vector of each modality, employing a cross-
modal attention mechanism. First, queries, keys, and values for both modalities
are computed using Eq. 3,

Qt = tWQt
, Kt = tWKt

, Vt = tWVt
,

Qv = vWQv
, Kv = vWKv

, Vv = vWVv
.

(3)

Next, we apply softmax attention for cross-modal adjustments as shown in
Eq. 4,

t′ = Softmax

(
QtK

T
v√

dk

)
Vv v′ = Softmax

(
QvK

T
t√

dk

)
Vt (4)

Finally, we apply concatenation and self-attention as defined in Eq. 5,

s′ = Softmax

(
c′WQ(c

′WK)T√
dk

)
c′WV (5)

where c′ is the concatenation of t′ and v′.

3 Experiments

3.1 Datasets

Memotion 7k Dataset [14] consists of 6992 samples, each paired with an image
and the corresponding caption, representing a complete ‘meme’. The dataset is
part of a challenge that includes three subtasks: analyzing memes for sentiment,
which can be positive, negative, or neutral. MVSA Datasets [12] collected from X,
are designed for sentiment analysis on multi-view social data. The MVSA-Single
dataset contains 4,869 pairs of images and texts labelled by a single annotator.
The MVSA-Multi dataset consists of 19,600 text-image pairs, each labeled by
three annotators, ensuring a richer and more robust sentiment analysis. Simi-
larly to the Memotion 7k Dataset, MVSA datasets have three classes: positive,
neutral, and negative.

ICCS Camera Ready Version 2025
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-97635-3_25

https://dx.doi.org/10.1007/978-3-031-97635-3_25
https://dx.doi.org/10.1007/978-3-031-97635-3_25


A BERT-DINOv2 Approach 5

3.2 Experiment settings

For the Memotion dataset, we employed macro F1 as our evaluation metric. For
MVSA-single and MVSA-multi, we used accuracy and F1-score. We utilized focal
loss as the loss function and adjusted the γ parameter (γ=2, 3, 4) to ensure the
model adequately focuses on the minority classes. To improve the performance
of our model, we tuned a set of hyperparameters to facilitate model convergence.
Across all datasets, we experimented with different learning rates: 0.01, 0.001,
0.0001, and 0.00001. Adam optimizer is used with dropout rates set to 0, 0.2,
and 0.5. Cross-entropy loss function has been used in the experiments.

4 Results and Discussion

MVSA datasets: The comparative analysis presented in Table 1 showcases the
performance of various models on the MVSA-single and MVSA-multi datasets.
Notably, the integration of BERT and DINOv2 models, through concatenation,
achieves the best performance on the MVSA-single dataset, with an Accuracy
of 0.73 and an F1 score of 0.71, surpassing all other models, including MultiSen-
tiNet’s attention-based approach (MultiSentiNet-Att) [18], which leads on the
MVSA-multi dataset with an accuracy of 0.68 and an F1 score of 0.68.

Table 1: Results on MVSA-Single and MVSA-Multi datasets

Model MVSA-Single MVSA-Multi
Acc F1 Acc F1

SentiBank (image only) 0.45 0.43 0.55 0.51
SentiStrength (text only) 0.49 0.48 0.50 0.55
SentiBank + SentiStrength 0.52 0.50 0.65 0.55
HSAN - 0.66 - 0.67
DNN-LR 0.61 0.61 0.67 0.66
CNN-Multi 0.61 0.58 0.66 0.64
MultiSentiNet-Avg 0.66 0.66 0.67 0.66
MultiSentiNet-Att 0.69 0.69 0.68 0.68
Dual-Pipeline 0.57 0.56 0.73 0.69
Ours (Basic Fusion) 0.73 0.71 0.68 0.67
Ours (Self-Attention) 0.72 0.70 0.68 0.67
Ours (Dual-Attention) 0.72 0.71 0.67 0.66

This approach outperforms the previously established benchmarks, includ-
ing SentiBank [2], CNN-Multi [4], DNN-LR models [20], and HSAN [17], and
even the advanced MultiSentiNet [18] and Dual-Pipeline [3] models. The BERT
and DINOv2 model with additional self-attention mechanisms also shows strong
performance, underlining the potential of attention mechanisms in multimodal
sentiment analysis. This comparison underscores the advances in multimodal
sentiment analysis, demonstrating that the fusion of high-performing models like
BERT and DINOv2, especially when combined with sophisticated techniques
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such as self-attention, can lead to substantial improvements. It is worth not-
ing that our model falls short of the state-of-the-art model in the MVSA-multi
dataset, which warrants further discussion in the subsequent section. Overall, the
performance of our model architectures remains strong, robust, and adaptable.

Memotion 7k dataset: As shown in Table 2, the proposed models are
compared to the state-of-the-art methods [1, 5, 8, 10, 14]. Dual-Attention model
achieves the highest Macro F1 score of 0.3552, surpassing both the competition
baseline of 0.2176 and several state-of-the-art methods. Notably, it outperforms
strong multimodal approaches such as Vkeswani IITK [10], which has a Macro
F1 of 0.3546, Guoym [8] with 0.3519, and Aihaihara [14], which has a Macro
F1 of 0.3501, all of which incorporate sophisticated combinations of textual and
visual features using advanced transformers or ensemble strategies. Compared
to our Basic Fusion and Self-Attention variants, the Dual-Attention framework
delivers a marked improvement, demonstrating the benefit of simultaneously
modeling both cross-modal interactions and intra-modal salience. Furthermore,
although several top-performing systems employ powerful feature extractors such
as BERT, ResNet, or VGG-16, their relatively close performance suggests di-
minishing returns from architecture complexity alone. Our results highlight that
refined fusion strategies, rather than just deeper encoders, can drive meaningful
performance gains in multimodal sentiment classification.

Table 2: Results for the compared meth-
ods on Memotion 7k

Model Macro F1

Competition Baseline [14] 0.2176
Vkeswani IITK [10] 0.3546
Guoym [8] 0.3519
Aihaihara [14] 0.3501
Sourya Diptadas [5] 0.3488
MemoSYS [1] 0.3475
Ours (Basic Fusion) 0.3237
Ours (Self-Attention) 0.3436
Ours (Dual-Attention) 0.3552

Example 1

Example 2

Fig. 2: Misclassified memes

To highlight the limitations of our proposed method, we selected two mis-
classified images from the testing set. In both of the memes, the individuals
are smiling. This likely made the model perceive them as expressing positive
emotions (Fig. 2). However, another possible reason for the model’s incorrect
prediction could be issues with the dataset’s annotation. As shown in Exam-
ple 1 in Fig. 2, although the model has classified a ‘neutral’ label as ‘positive’,
when we consider what he is saying, from a human perspective, this should be a
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‘negative’ class because his smile is dry. Similarly, as shown in Example 2, the in-
dividual is giving a thumbs up with a wide smile, which can easily be interpreted
as a display of positive emotion. However, the humor and sarcasm embedded in
the meme’s text “Liam Approves!” may suggest a satirical or ironic context
rather than a genuinely positive emotional state. This highlights the limitations
of models that do not integrate textual cues effectively. By using image embed-
dings that include text, a more nuanced representation of the visual and textual
data can be captured, which will help improve the accuracy of emotion classi-
fication. This approach will enhance the model’s ability to discern more subtle
emotional expressions and contextual factors that influence perceived emotions,
leading to more accurate predictions.

5 Conclusion

Our proposed multimodal sentiment analysis framework is built on robust uni-
modal encoders, BERT for text and DINOv2 for images, followed by fusion
through three hierarchical strategies: Basic Fusion, Self-Attention Fusion, and
Dual-Attention Fusion. Each fusion mechanism is designed to progressively en-
hance the model’s capacity to capture intra- and inter-modal relationships. The
results indicated that our fusion methods are highly adept at integrating mutual
information across multiple modalities. In the future, we will explore dynamic
fusion strategies such as gating mechanisms, transformer-based cross-modal at-
tention, and graph-based modality alignment.
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