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Abstract. Training and fine-tuning language models is becoming in-
creasingly expensive. "Model soups” offer a promising solution by com-
bining parameters from separately trained models to create a new one
with merged capabilities. Our paper explores using heterogeneous model
soups to improve LLM alignment by combining models trained with dif-
ferent alignment methods - a novel approach not previously explored
in literature. Through empirical evaluation using an "LLM-as-a-judge”
approach, we found that mixing different types of models can improve
alignment performance, though this requires careful adaptation of inter-
polation techniques to account for varying alignment objectives. We’ve
shared our model merging source code on GitHub
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1 Introduction

In recent years, the dynamic development of language models has significantly
improved task-specific performance across a wide range of natural language pro-
cessing tasks. However, the increasing costs of training and fine-tuning large
language models for specific applications pose a significant computational chal-
lenge for researchers and practitioners. One promising solution to this problem
is a model merging technique known as model soups. Model soups combine the
parameters of multiple independently trained models to create a new model
with merged capabilities and characteristics. This approach offers several advan-
tages, including reduced computational costs, improved adaptation stability, and
the ability to personalize models without the need for retraining. As individual
models can often be limited by local minima encountered during optimization,
combining multiple models should average their capabilities and mitigate these

4 https://github.com/dawidm/iccs-2025-model-soups
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limitations. This provides a compelling reason for training models multiple times
under varying conditions.

Model soups are usually considered in the context of homogeneous models
trained with equivalent fine-tuning methods. In contrast, our study explores
heterogeneous model soups created using diverse alignment methods. We empir-
ically evaluate resultant models formed via DPO, KTO, and ORPO methods,
using both linear (LERP) and spherical interpolation (SLERP). Our evaluation
focuses on key alignment goals, safety, factual accuracy, linguistic correctness,
conciseness, and proactivity. To assess models performance, we established an
evaluation framework grounded in a strong language model serving as a judge.
1. We examine the compatibility of DPO-, KTO-, and ORPO-aligned models
mixed via LERP and SLERP, assessing their performance across key alignment
targets. Heterogeneous mixtures remain underexplored in prior work.

2. Our evaluation utilises a multidimensional framework focused on core align-
ment goals — safety, factuality, ling. correctness, conciseness, and proactivity.
3. We show, that model mixing techniques such as SLERP, require careful adap-
tation when combining aligned models.

2 Related Work

Averaging of models’ parameters, also called model soups [20], is a widely used
approach that showed a range of applications. |7] showed that simply averaging
model parameters across its learning trajectory leads to better generalisation.
The important concept of linear mode connectivity was introduced by [4] who
demonstrated that, given shared initialization, two networks tend to converge to
the points connected by a line with a relatively flat error rate. [13] showed that
the fine-tuned models are similar in the feature and parameter space. [19] and
[17] used averaging for an improvement in the out-of-distribution performance.
The concept of linear mode connectivity also extends to multiple tasks [12]. [6]
demonstrated that task vectors can be merged to build a multitask model. |9
also explored the merging of expert language models to achieve compositional
capabilities.

The less explored field is merging models with different training objectives,
which was also shown to be promising. [6] explored merging task vectors from
both supervised and unsupervised objectives, and [2] used model soups with
various loss functions to improve model adversarial robustness.

The concept of model soups has also been employed in the context of the
alignment task. |16] investigated RL fine-tuning with interpolation of diverse re-
ward models, while [8] demonstrates the potential to achieve personalized align-
ment through weighted interpolation of diverse models.
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3 Methods

To align the models with human preference data, we used offline alignment, as
it allows for direct preference optimization without an explicit reward function,
requiring fewer computational resources compared to online methods.

Direct Preference Optimization (DPO) |15] learns implicit reward func-
tion by increasing the relative log probability of preferred to non-preferred re-
sponse, with KL-divergence penalty regularization (reference model).

Odds Ratio Preference Optimization (ORPO) [5] contrastively to DPO,
does not incorporate a reference model. It combines the odds ratio between the
chosen and rejected responses and a supervised fine-tuning component in its
optimization objective.

Kahneman-Tversky Optimization (KTO) [3]| — authors proposed an al-
ternative training objective based on Kahneman-Tversky model of human utility,
with no need for paired preference data, showing that it exceeds performance of
DPO and ORPO in many cases.

In our study, we conducted model alignment using Huggingface TRL E| im-
plementation of described methods. We used PLLuM—lQB—instrumﬂ base model
(further called SFT model) — a 12B parameter model for Polish language, based
on Mistral—NeMoﬂ All models were trained with AdamW optimizer, learning
rate of 2e-6, weight decay of le-3 and effective batch size of 64. Regarding
method-specific parameters, we used 8§ = 0.1 for DPO and KTO. A = 0.2 for
ORPO and Ap = Ay =1 for KTO.

3.1 Model merging

We utilize two popular model merging techniques—Linear Interpolation (LERP)
and Spherical Linear Interpolation (SLERP) to combine models trained with di-
verse alignment methods. We call both approaches model soups. Merges are
conducted in whole model parameter space: MLP, attention layers’ transforma-
tions, and RMS normalizations (RMSNorm) parameters.

Linear Interpolation (LERP) is a method where the weights of two
models are combined linearly, specifically by using linear interpolation between
weights of 2 models: 0, grp = A0, +(1—=X) -0, , where 6, , 0,,,, are parameters
vectors of aligned models and A is the weighting parameter.

Spherical Linear Interpolation (SLERP) is an alternative interpolation
method, which preserves norms of parameters vectors [18]. As the parameters of
the aligned models are close to the SF'T model, we operate on alignment vectors:
04, = Om, — Osrr. Specifically we calculate:

sinf[(1 — A\){?2 sin[ A2
OsLerp = Ospr + 7[(. )9 - 0q, .[ . ds
sin £2 sin £2

® https://github.com/huggingface/trl/tree/v0.13.0
5 https://huggingface.co/CYFRAGOVPL/PLLuM- 12B- instruct
" https://mistral.ai/news/mistral-nemo
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for corresponding parameter matrices with A controlling influence of source mod-
els. To calculate the angle (2, two-dimensional matrices are reshaped as vectors.

3.2 Model Evaluation

A high-quality evaluation of aligned large language models is both challenging
and time-consuming. We use the "LLM-as-a-Judge” approach [21]|, which can
be used to approximate the evaluation of human preferences in a cheaper and
faster way. We choose pairwise comparison of the human-written gold answer
and evaluate the model response. For the judge model, we use stronger LLM —
(Llama3. 1-70@.

We employ the win-tie-rate (WTR) metric — the percentage of test cases
x in which the response z; from the evaluated model t is either superior to or on
par with the corresponding gold-standard answer z4, with respect to predefined
evaluation criteria. The WTR score for a given response evaluation function @
is calculated as follows: WT'R(T,G) = E,[1q(z,|2)>=Q(z,|2)], Where z; is the
response generated by the evaluated model ¢, T is the set of model responses
z €T, G is a set of corresponding gold-standard responses z, € G.

Evaluation Criteria We selected seven evaluation dimensions that repre-
sent typical alignment objectives: safety, factuality, linguistic correctness, con-
ciseness, proactivity, false rejection rate (FAR) and false acceptance rate (FAR).
In order to define evaluation function ) for each of them, we used specifica-
tion of worse answer for every dimension. A precise description of the evaluation
guidelines was given to the judge model, along with detailed specifications for
each dimension, and a gold answer. We share the prompt with our source code.

3.3 Experimental protocol

In the experimental part, we create merged models by conducting two model
trainings and a single merge operation (we call it a single run).

The pipeline of model training and merging consists of model alignment train-
ing (ORPO, DPO, KTO), win-tie rate (WTR) measurement for each model,
model merging using Linear Interpolation (LERP) and Spherical Linear Inter-
polation (SLERP), and win-tie rate measurement of the resulting merge.

1. We investigated linear mode connectivity between homogeneous LERP
merges (ORPO-ORPO, DPO-DPO, KTO-KTO) and heterogeneous LERP
merges (ORPO-DPO, ORPO-KTO, DPO-KTO) of two distinct models with
A = 0.5 (homogenous) and A € {0.25,0.5,0.75} (heterogenous). For each
model combination, we created 3 merges using diverse models (trained with
different shuffling of the dataset). Each source and merged model was eval-
uated with our protocol (Section . For every evaluation dimension, be-
sides win-tie-rate we used custom metric to assess the performance of merged

® https://huggingface.co/meta-1lama/Llama-3.1-70B
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model (my2) against average result of source models (m; and ms):

1
WTRmean_diﬁ‘(mhmz) = WTR(mLQ) — 5 . (WTR(ml) -+ WTR(TTLQ))

2. SLERP merging led to non-functional models when applied to all parameters.
We investigated models’ parameter vectors to find possible causes and
also to better understand the influence of alignment methods on groups of
parameters. We calculated the L2 norms for the parameters of the aligned
models and the angles {2 for heterogeneous pairs.

3. We examined SLERP merges that turned out to be functional after

switching to LERP for RMSNorm parameter vectors. We followed the same
protocol as for LERP (1.).

4 Datasets

The train dataset E| for preference alignment consists of more than 20,000 man-
ually annotated preference pairs, including both safety-related and neutral top-
ics. Three distinct annotation methods were used: (1) rating, where each re-
sponse was evaluated according to predefined metrics (informativeness, correct-
ness, safety, fairness, conciseness, reasoning, helpfulness), (2) ranking, where
responses were ordered according to their quality, and (3) dialog, where anno-
tators took part in interactive conversations with models and selected the best
responses.

The evaluation dataset contains 181 prompt-response pairs categorized as
"safe" or "unsafe". Approximately half were sourced from alignment datasets
(AlpacaEval |11], CREAK |14], ECQA [1], QED |10], Toxic DPO vO.ﬂ Harm-
ful Behaviorﬂ Argillﬂ and translated into Polish, covering commonsense,
explanatory, and hazardous questions. The rest includes human-annotated pub-
lic affairs examples and auto-generated entries. We believe that this diverse col-
lection of examples ensures comprehensive coverage of alignment scenarios.

5 Results and Discussion

As presented in Figure[2]and Table[T]we can conclude that despite the dissimilar-
ities of the alignment vectors’ directions (measured by the angle between them,
Figure , heterogeneous LERP merging results in LLMs that perform well and
not worse than homogeneous ones. The key observation is that linear interpola-
tion in parameter space often results in close to linear interpolation in evaluation
dimensions (ones that vary the most between alignment methods: conciseness,
proactivity, and factuality). This makes LERP an effective technique to obtain a
model balanced between the advantages of alignment techniques. Crucially, we
did not observe a significant drop in safety metrics in any of the merged models.

9 The dataset used in this study will be publicly released in a future publication.
10 https://huggingface.co/datasets/unalignment/toxic-dpo-v0.2
" https://huggingface.co/datasets/mlabonne/harmful_behaviors
12 https://huggingface.co/argilla
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Table 1: Results of equally-weighted homogenous and heterogenous of LERP
and SLERP soups across evaluation dimensions. Values are WTRean-diff,
averaged from 3 runs. LQ — linguistic correctness, Proact. — proactivity.

Safety Factuality LQ Conciseness Proact. FRR FAR Avg.

e % ORPO-DPO -0.015 -0.029 -0.013 -0.114  -0.198 -0.003 -0.025 -0.057
32 ORPO-KTO -0.006 -0.013 -0.019 -0.017 0.068 -0.006 0.000 0.001
g g DPO-KTO -0.004 -0.029 -0.022 -0.063 -0.222 -0.003 0.006 -0.048
é Avg. -0.008 -0.024 -0.018 -0.065 -0.117 -0.004 -0.006
E 05 ORPO-ORPO -0.002 0.031 -0.007 0.009 0.043 0.005 0.000 0.011
g g DPO-DPO 0.000 -0.016 0.000 0.015 -0.080 0.008 -0.006 -0.011
__8 o) KTO-KTO -0.004 -0.019 0.002 0.001 -0.013 -0.003 -0.006 -0.006
Avg. -0.002 -0.001 -0.002 0.008 -0.017 0.003 -0.004
2% ORPO-DPO 0.005 0.017 0.004 0.016 0.040 -0.001 0.019 0.014
82 ORPO-KTO -0.005 0.016 0.002 -0.031 0.126 0.002 0.003 0.016
_0:) o DPO-KTO 0.002 -0.025 0.005 0.085 -0.117 -0.007 0.003 -0.008
=P
o Avg. 0.001 0.003 0.004 0.023 0.016 -0.002 0.008
S
d o4 ORPO-ORPO 0.002 0.005 -0.009 -0.035 0.080 -0.005 0.019 0.008
n g g DPO-DPO -0.002 0.003 -0.017 0.007 -0.093 -0.005 -0.006 -0.016
2 o KTO-KTO -0.002 0.029 -0.004 0.014 0.018 0.002 -0.006 0.007
Avg. -0.001 0.012 -0.010 -0.004 0.002 -0.003 0.002

Regarding analysis of models’ parameters (Figures , we can observe slight
variation between model pairs, with DPO and KTO being the most similar, and
lower similarities (such as ORPO and DPO) did not make the models incom-
patible for merging. Also exceptionally high norm of ORPO language modeling
head (LM head) parameter vector did not seem to interfere, although we con-
sider it interesting observation that may be attributed to using prompts from
the dataset as additional learning signal (which is unique for ORPO).

[ ORPO DPO mmm KTO 21 = ORPO-DPO DPO-KTO I ORPO-KTO

%x ;\f’)qp %Op»,pum N
O AN A0S %‘\x\

Average L2 norm
=
Average angle
-

oMl wl WM WM M M
5 oD D D
@“\Q g \i\,\zbm:\/m@b a’:xq’,ab:?
& <é°
Fig.1: Mean L2 norms (for aligned models) and angles (between models) for
alignment vectors (except RMSNorm) by groups (X-axis, numbers represent

transformer layers).

%,/o

We observed that normalization layer parameters usually remain unchanged
during alignment, except for the first transformer layer, where only ~70% of
weights match between aligned models (versus nearly 100% in other layers).
The SLERP merges were functional only when RMS normalization parameters
were merged with LERP, demonstrating that they may need special caution in
model merging. The possible reason for this is that the outputs of normalization
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layers directly affect the residual stream of models as opposed to the outputs of
attention or MLP that are always followed by normalization.

We recorded a notable effect of SLERP merges on the evaluation of win-tie
rates, specifically the dimensions of factuality, conciseness, and proactivity, while
noting no substantial effect on safety metrics. As a result, heterogeneous ORPO-
KTO but also homegeneous ORPO-ORPO merges turned out to be overall better
compared to the best results of source models, with a main advantage on the
proactivitv dimension.

ORPO-DPO —— LERP SLERP
Linguistic
Safety Factuality Corectness Conciseness Proactivity FRR FAR
1.Of——= F = HF F —— —
0.5- 8 8 t L \'\‘\ L
|
T
DPO-KTO
1.0 —~— F————F ——¢— F———
2
© e
© — A
20.5 [ —— ‘«/
< -
2 T T
ORPO-KTO
1.0 — == F —— ———]
gt
0.5 S — et L

T T T T T T T
0 0.5 10 0.5 10 0.5 10 0.5 10 0.5 10 0.5 10 0.5 1

A
Fig. 2: Evaluation results for LERP and SLERP soups with respect to evaluation
dimensions. A controls influence from the first model, e.g. A = 0 ORPO-DPO is
a pure DPO model. Each data point is an average from 3 runs.

6 Conclusions

Our study showed that LERP and SLERP merging techniques that operate on
whole model’s parameter space are compatible between ORPO, DPO and KTO
alignment methods utilizing various loss functions. Obtaining a balance between
performance in various dimensions of large language model evaluation and mod-
els that are better on average was shown to be possible. Considering this and
additional insights on alignment vectors’ weights, we provided a foundation for
further studies on merging aligned LLMs with more advanced techniques, focus-
ing on dissimilarities in the alignment vectors and their connection to various
dimensions of evaluation.
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