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Abstract. Development of modern antennas is a cognitive process that inter-

twines experience-driven determination of topology and tuning of its parame-

ters to fulfill the performance specifications. Alternatively, the task can be for-

mulated as an optimization problem so as to reduce reliance of geometry selec-

tion on engineering insight. In this work, a bi-stage framework for automatic 

generation of antennas is considered. The method determines free-form topolo-

gy through optimization of interconnections between components (so-called 

pixels) that constitute the radiator. Here, the process involves global optimiza-

tion of connections between pixels followed by fine-tuning of the resulting to-

pology using a surrogate-assisted local-search algorithm to fulfill the design re-

quirements. The approach has been demonstrated based on two case studies 

concerning development of broadband and dual-band monopole antennas. 

Keywords: bi-stage design, multiport simulation, pixel-based antennas, surro-

gate-based optimization, topology development. 

1 Introduction 

Antenna design is a challenging task that involves development of topology followed 

by its tuning to obtain the desired performance specifications. Given lack of empiri-

cal, or analytical solutions that could streamline the process, modern radiators are 

generated and tuned based on responses obtained from electromagnetic (EM) simula-

tions of their models [1]. EM-driven evolution of topology w.r.t. application-specific 

requirements is considered a pivotal part of the design process [2]. However, it is also 

subject to engineering bias which might hinder identification of high performance 

solutions with unintuitive geometries [1], [3], [4]. From this perspective, automatic 

design of antennas is an interesting alternative to cognition-driven procedures. 

Algorithmic design methods involve EM-driven development of free-form radia-

tors represented using either a set of characteristic points (interconnected using line 

sections, or splines), or a distribution of primitives (e.g., rectangles) specified in the 

form of a binary matrix [4]-[7]. However, a large number of parameters required to 
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ensure flexibility of radiator shape makes both representations impractical for auto-

matic antenna design [5], [7]. This is because exploration of large search spaces asso-

ciated with free-form geometries involves the use of global-search methods (e.g., 

population-based metaheuristics). The latter ones are numerically prohibitive for mul-

ti-dimensional problems, due to excessive number of EM simulations (hundreds or 

even thousands) required to converge [4]-[7]. 

For structures represented using primitives, the problem of unacceptable design 

cost can be mitigated using internal multi-port method (IMPM) [8], [9]. The approach 

boils down to representation of the radiator as a lattice of dummy components (so-

called pixels) interconnected through internal ports [8]. Identification of IMPM model 

involves extraction of an impedance matrix pertinent to pixel-based antenna from a 

single, multi-port EM simulation [9]. Electrical performance of the radiator is then 

approximated through adjustment of impedance between the internal ports. The ap-

proach represents a significant advancement compared to conventional models where 

distribution of primitives (e.g., metallic rectangles) is specified within an associated 

matrix and structure responses are derived from EM simulations (one at a time) [7]. 

Instead, IMPM enables adjustment of connections between pixels (and antenna per-

formance characteristics) at a negligible cost during post-processing (simple calcula-

tions based on circuit theory). Hence, method can be used to reliably handle global 

optimization of complex topologies [8]. Regardless of numerical efficiency, IMPM 

does not support fine-tuning of responses based on adjustment of pixels dimensions. 

In this work, a bi-step framework for automatic development of pixel-based anten-

nas is considered. The method involves global optimization of IMPM-based antenna 

model to approximate the desired solution. The obtained design is then used as a start-

ing point for surrogate-assisted fine-tuning. The approach has been demonstrated 

using two test cases concerning development of broadband and dual-band antennas 

based on monopole topology. For the considered numerical experiments, the compu-

tational cost of antenna design does not exceed 36 EM model simulations. 

2 Design Framework 

2.1 Problem Formulation 

Let R(x, y) be the EM simulation response of a generic pixel-based antenna model 

obtained over a frequency range of interest f for the vector x that represents floating-

point dimensions and binary vector y that denotes interconnections between the spe-

cific pixels (for visualization, see Fig. 1). The design problem can be defined as the 

optimization task of the form: 

   * *

,
, arg min ,U

x y
x y R x y           (1) 

where U is a scalar objective function; x
*
 and y

*
 represent the optimum design param-

eters and pixel connections to be found. Direct minimization of (1) is computationally 

impractical as it would necessitate hundreds, or thousands of R(x, y) simulations to 

ICCS Camera Ready Version 2025
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-97635-3_15

https://dx.doi.org/10.1007/978-3-031-97635-3_15
https://dx.doi.org/10.1007/978-3-031-97635-3_15


 Bi-Stage Development of Pixel-Based Antennas 3 

complete. Instead, the design can be realized as a bi-stage process, where appropriate 

configuration of y is first obtained as a result of global-search executed on the IMPM 

representation of the antenna Rsy(x, y) with constant x by solving: 

   * arg min ,syU
y

y R x y           (2) 

Next, the specific dimensions of the radiator x—with constant y
*
 obtained from (2)—

can be subject to fine-tuning using a local-search algorithm. 

 

2.2 IMPM Representation of Pixel-Based Antenna  

Consider an EM-based representation of an Nx row and Ny column pixel-based radia-

tor in monopole configuration R(x, y) and a schematic view of its IMPM model Rsy(y) 

= Rsy(x, y), both shown in Fig. 1. The vector of antenna floating-point dimensions is 

given as x = [l d α γ]
T
. The relative variables are: ls = lNy + d(Ny – 1) + 2o, lm = wg + γ, 

lg = ls – α, and wg = βlm, whereas wm = 3, β = 0.4, and o = 3 remain constant. The unit 

for all dimensions (except unit-less α, β, γ) is mm. Parameter M = 2NxNy – (Nx + Ny) 

specifies the number of unique internal (auxiliary) ports between the pixels, whereas y 

= [zl.2 … zl.N]
T
 is an M-element bi-value vector of load impedances for individual ports 

[9]. Its component associated with mth port (m = 2, …, N) can be set to either 0, or ∞ 

when pixels are to be connected (closed port), or disconnected (open port). The 

IMPM model can be outlined as follows. Let Z = Z(x, f) be an N × N matrix [8]: 

A B

C D

Z 
  
 

Z
Z

Z Z
            (3) 

where ZA = z1.1, is pertinent to external port impedance; ZB = [z1.2 … z1.N], ZC = [z2.1 … 

zN.1]
T
 represent vectors of external-to-auxiliary ports and ZD is a matrix of auxiliary 

ports impedances (cf. Fig. 1(b)). The components of (3) are calculated only once for 

the given configuration of pixel antenna EM-based model [8]. Note that configuration 

is understood here as the number of pixels and ports M between them, but also as a 

specific vector of floating point parameters x and the frequency sweep f. Once (3) is 

extracted, the impedance at external input port can be obtained by solving [8]: 
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Fig. 1. Pixel-based antenna development: (a) visualization of a generic EM model with high-

light on dimensions and ports (along with impedances associated with them) and (b) representa-

tion of the structure input impedance using IMPM model.  

ICCS Camera Ready Version 2025
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-97635-3_15

https://dx.doi.org/10.1007/978-3-031-97635-3_15
https://dx.doi.org/10.1007/978-3-031-97635-3_15


4  K. Askaripour, A. Bekasiewicz, and S. Koziel 

    
1

in A B D CZ


  Z y Z Y y Z Z          (4) 

Here, Y(y) is an N × N diagonal matrix comprising the elements of y vector. Finally, 

IMPM model response Rsy(y) can be derived from (4) as [8]: 

 
   

1

in in

0 0

sy
z z



   
     
   

Z y Z y
R y I I           (5) 

where z0 is a normalized impedance (here, z0 = 50 Ohm) and I denotes an N × N iden-

tity matrix. It should be reiterated that, for the IMPM model, the contents of x only 

affect the composition of Z in (3), which is obtained as a result of a single multi-port 

EM simulation. Once Z matrix is extracted, the responses of (5) are only affected by 

the composition of y. It is worth noting that the cost of deriving (3) is higher com-

pared to evaluation of conventional antenna EM models [8]. Computational overhead 

is associated with the need to extract Z matrix for multiple ports rather than only one 

(antennas are predominantly single-port devices) [1], [4], [5]. For more comprehen-

sive discussion on IMPM representation of pixel-based structures, see [8], [9]. 

 

2.3 Optimization Engine for Local Tuning of Pixel Antenna Geometry 

Despite low cost, IMPM model of Section 2.2 is suitable only for adjustment of inter-

connections between the individual pixels. The process can be performed, e.g., using 

population-based metaheuristics, or exhaustive search [4]-[5]. However, fine-tuning 

of the topology involves optimization of floating-point parameters x (e.g., dimensions 

of individual pixels, separation between them, or configuration of the fed line). Con-

ventional algorithms require dozens of EM simulations for convergence, even when x 

is relatively low-dimensional [5]. Here, the problem is mitigated using a gradient-

based method embedded within a trust-region (TR) loop. Let Rf(x,y
*
) be the equiva-

lent of a pixel-based EM model which substitutes open/closed ports specified in y
*
 by 

metal/etched connections between pixels (cf. Fig. 2(a)). TR framework generates a 

series of approximations (i = 0, 1, 2, …) to the final design x
*
 by solving [4], [10]: 

 

 

     1
arg min

i

i i

sxU




 


x x

x R x           (6) 

where Rsx
(i)

(x) = Rf(x
(i)

,y
*
) + Jf(x

(i)
,y

*
)(x – x

(i)
) is a first-order Taylor model and Jf is a 

Jacobian based on large-step finite-differences around Rf(x
(i)

,y
*
) [10]. The trust-region 

radius δ, i.e., the range around x
(i)

 for which the model Rsx
(i)

 is considered acceptably 

accurate, is controlled based on a gain ratio given as [10]: 

       
       

1 * *

1

, ,
i i

f f

i i

sx sx

U U

U U











R x y R x y

R x R x
        (7) 
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At first iteration (i = 0), the radius is set to δ = 1. Then, it is adjusted based on stand-

ard rules, i.e., δ = 2δ, when ρ > 0.75 and δ = δ/3, when ρ < 0.25. The candidate design 

obtained from (6) is accepted when ρ > 0; otherwise it is rejected. The algorithm is 

terminated either when δ < ε, or ||x
(i+1)

 – x
(i)

|| < ε (here, ε = 10
–2

 is used). The computa-

tional cost of the algorithm is just D + 1 EM simulations per successful iteration (D 

denotes dimensionality of x). Additional EM evaluation is required for each unsuc-

cessful step. Upon termination of the algorithm (6), x
*
 = x

(i)
 is set. For more compre-

hensive discussion on TR-based optimization of antennas, see [4], [10], [11]. 

 

2.4 Feature-Assisted Representation of Antenna Responses 

Antenna can be considered as a transformer between the transmission line (e.g., mi-

crostrip) and wireless propagation medium. Consequently, operational frequencies of 

the radiator are proportional to its physical dimensions [11]. The problem outlined in 

Section 2.1 involves adjustment of y for the given x (that determines size of the radia-

tor) followed by fine tuning of the latter. Due to sequential nature, the procedure 

might be cumbersome when determination of target operational frequencies is associ-

ated with tuning of x. The problem is important for multi-band antennas [4]. It can be 

mitigated by execution of local-search within the domain of features [12]. The latter 

represent antenna responses in the form of carefully selected points. 

 Let F(x) = [ω L] = P(Rf(x)) be the feature-based response of a pixel-based antenna 

extracted from EM simulation using a function P [4], [12]. Here, ω = [ω1 … ωq]
T
 and 

L = [L1 … Lq]
T
 (q = 1, …, Q) denote the features defined w.r.t. frequencies (typically in 

GHz) and levels (in dB) of interest for the design problem. The pair of points can repre-

sent frequency at the specific response level (e.g., local minimum pertinent to resonance 

of narrowband antenna), or level at specific target frequency (e.g., at the expected edge 

of the operational bandwidth) [12]. When compared against Rf(x), changes of response 

features are a much less non-linear function of x. Therefore, coordinate points can be 

used for reliable shifting of resonances over a wide frequency range while maintaining 

acceptable cost of the process. Representation of antenna responses using feature points 

is illustrated in Fig. 2. For more comprehensive discussion on the concept, see [4], [12]. 

It should be emphasized that, when used with optimization engine of Section 2.3, the 

Rsx model is not only constructed based on F(x) responses—instead of Rf(x)—but also 

evaluated using different design objectives. The same applies to evaluation of gain ratio. 

 

2.5 Summary of the Bi-Stage Optimization Method 

Unsupervised generation and tuning of the pixel-based topology enables streamlined 

development of antennas according to the desired design specifications. The consid-

ered bi-stage optimization method can be summarized as follows. 

1. Set Nx, Ny, x, calculate M and generate antenna EM model; 

2. Generate Z(x, f) and construct Rsy(y) as explained in Section 2.2; 

3. Find y
*
 by solving (2) using objective U and global-search method of choice;  

4. For frequency-based design, go to Step 6; otherwise go to Step 5; 

5. Define features extraction function P and substitute Rf(x) with F(x);  

6. Find x
*
 by minimization of (6) using selected objective function and END. 
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     (a)           (b)         (c)          (d) 

Fig. 2. Pixel-based antenna: (a) example EM model with highlight on metal/etched (red/white) 

connections between pixels, as well as (b) feature-based representation (Q = 3) of Rf(x) response 

(––) in terms of levels (●) and frequencies of interest (■), (c) frequency sweep along given z, and 

(d) feature-based sweep. Changes of ω(z) are much less non-linear compared to R(z) [4]. 

Antenna EM model is generated without user inference using a custom script that 

determines the lattice of pixels constituting the radiator, as well as the ports that ena-

ble controlling connections between them. It should be noted that computational cost 

of the outlined algorithm is low as identification of x
*
 and y

*
 involves only a handful 

of EM simulations.  

3 Results 

The considered framework is demonstrated based on monopole topology constituted by 

a lattice of pixels with Nx = 3 rows and Ny = 3 columns, as well as M = 12 auxiliary 

ports (cf. Section 2.2). The EM models incorporate an FR 4 substrate (h = 1.6 mm, εr = 

4.3, tanδ = 0.025). The initial parameters are x
(0)

 = [3 0.2 0 3]
T
. Two test cases that in-

volve development of broadband and dual-band radiators are considered. EM models 

are generated using CST Studio. Given relatively low number of internal ports and neg-

ligible cost of Rsy, minimization of (2) is performed using exhaustive search. Lower and 

upper bounds on x are given as lx = [3 0.2 0 2.4]
T
 and ux = [5 0.6 4 5]

T
. 

 

3.1 Broadband Antenna Design 

The first case concerns development of wideband structure dedicated to work within 

fL = 3.8 GHz to fH = 10 GHz range. Upon generation of the antenna EM model, the 

impedance matrix Z is obtained for the design x
(0)

 as explained in Section 2.2. The 

optimization is governed by a min-max function U = max{max(R – Rthd), 0}fL ≤ f ≤ fH, 

where Rthd = –10 dB is selected as a threshold for an acceptable in-band reflection; f  

f (cf. Section 2.1). The pixels configuration y
*
 = [∞ ∞ 0 0 0 0 0 ∞ ∞ 0 ∞ 0]

T
 is found 

through minimization of (2) using the above objective. Next, the identified geometry 

is fine-tuned using algorithm of Section 2.3. The final solution x
*
 = [3.55 0.2 1.78 

2.8]
T
 is found after just 6 iterations of (6), which corresponds to a total of 31 Rf(x) 

simulations. Overall, the computational cost of antenna development amounts to 33.3 

Rf simulations (~0.56 hours of CPU-time on a dual AMD EPYC 7282 system). Figure 

ICCS Camera Ready Version 2025
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-97635-3_15

https://dx.doi.org/10.1007/978-3-031-97635-3_15
https://dx.doi.org/10.1007/978-3-031-97635-3_15


 Bi-Stage Development of Pixel-Based Antennas 7 

3(a) shows a geometry of the optimized antenna and a comparison of its responses at 

each stage of the design process. It is worth noting that Rf(x
(0)

,y
*
) slightly violates the 

imposed design requirements. However, the performance is improved as a result of 

the second stage of design process. Overall, Rf(x
*
,y

*
) is characterized by the reflection 

below the –10 dB level within 3.74 GHz to 10 GHz range.  

 

3.2 Multi-Band Antenna Design 

The second case involves design of a dual-band antenna dedicated to work at f1 = 3 GHz 

and f2 = 6 GHz. Given that x
(0)

 might be inadequate for obtaining resonances at target 

frequencies, the problem has been reformulated to identify the geometry for which the 

second frequency is shifted w.r.t. the first resonance by the predefined scaling factor K 

(here, K = f2/f1 = 2). For such a problem, identification of suitable topology can be per-

formed by minimization of the following objective function U = max{R – Rthd}fr.1,fr.2f, 

where fr.1 is the first resonance frequency featuring the reflection below Rthd = –15 dB 

level and fr.2 = Kfr.1. Similarly as in Section 3.1, the optimum solution y
*
 = [0 ∞ 0 0 ∞ ∞ 

0 0 ∞ ∞ 0 0]
T
 is found as a result of exhaustive search. It is worth noting that the search 

space defined by U is subject to discontinuities. Nonetheless, it does not poses a chal-

lenge given the nature of selected search mechanism. As shown in Fig. 3(b), the center 

frequencies for the design Rf(x
(0)

, y
*
) are at 3.74 GHz and 9.1 GHz, which represents 

substantial shift w.r.t. the target values. Having that in mind, the structure response is 

converted to features F(x) similar as the ones shown in Fig. 2(b), i.e., frequencies/levels 

at resonances. The feature-based objective function is UF = β1max(L – RtF) + ||ω – [f1 

f2]
T
||, where β1 = 10 is used to balance the frequency- and level-related requirements. 

The design goal involves shifting the resonances to target frequencies, while maintain-

ing the reflection at ω below the Rthd level. The optimized design x
*
 = [4.88 0.6 0.79 

3.41]
T
 is found after 8 TR iterations—minimization of (6) is realized based on F(x) 

responses—which corresponds to 33 Rf(x, y
*
) evaluations. As shown in Fig. 3(b), the 

optimized design is characterized by reflection below –10 dB level within 2.66 GHz to 

4.06 GHz and 4.44 GHz to 6.67 GHz ranges, respectively. The overall computational 

cost of the design process corresponds to 35.3 Rf simulations (~0.6 hours of CPU-time) 

which is low, given identification of y
*
 based on the exhaustive global-search. 

 

                  

          (a)                      (b) 

Fig. 3. Pixel antennas – optimized geometries and responses for (gray) IMPM Rsy(x
(0), y*), as 

well as (black) EM models Rf(x
(0), y*) (– –), and Rf(x

*,y*) (––): (a) first and (b) second case. 
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4 Conclusion 

In this work, a bi-stage framework for cost-efficient development of pixel-based anten-

nas has been considered. The method involves identification of the desirable antenna 

topology through global optimization of the cost-efficient IMPM model. The resulting 

geometry is then subject to fine-tuning through adjustment of floating-point dimensions  

(e.g., size, and separation of pixels). The method has been demonstrated based on two 

examples concerning automatic design of broadband and dual-band antennas. For the 

first case, fine-tuning has been executed using frequency responses. For the second case, 

structure geometry has been adjusted using the feature-based responses to enable shift-

ing the off-target resonances obtained as a result of global-search. For the considered 

test cases, the aggregated cost of antenna design does not exceed 36 EM simulations. 

Future work will focus on optimization of pixels with non-uniform dimensions. 
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