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Abstract. Reversible Data Hiding in Encrypted Images (RDHEI) is a technique 

that enables the embedding of additional information into encrypted carrier im-

ages, facilitating data extraction and exact restoration of the original image up-

on decryption. In this paper, enhancements to an RDHEI algorithm utilizing a 

block-wise pixel value prediction scheme have been analyzed and proposed. To 

better exploit spatial pixel correlations, seven additional prediction models have 

been introduced, along with the identification of reference pixels to improve the 

variable block-wise reconstruction of the carrier data. Furthermore, the integra-

tion of Huffman coding within the RDHEI scheme has been evaluated and 

compared with Extended Run-Length Encoding. Benchmark results against 

other RDHEI methods from the literature are presented at the end of the paper. 
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1 Introduction 

The evolution of data security has become a critical aspect in contemporary digital 

communication. Digital images can function not only as a medium for visual infor-

mation but also as vessels for securely embedded data, accessible exclusively through 

designated decryption keys. However, most data embedding methods introduce per-

manent losses in the utilized carrier upon extracting the embedded data, making it 

impossible to restore its original form. In fields such as medicine, forensics, or mili-

tary systems, such losses are deemed unacceptable. Hence, a specialized data embed-

ding method known as Reversible Data Hiding (RDH) was developed, ensuring the 

recovery of embedded data and the data carrier without any information loss. To 

achieve a high embedding capacity, various embedding techniques have been em-

ployed. These include approaches based on histogram shifting [1,2], difference ex-

pansion [3], and pixel value ordering [4]. 

Over the years, a growing number of RDH algorithms in encrypted domain 

(RDHEI) have been developed, providing the capability for lossless recovery of carri-
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er data and embedded data while ensuring security. Advancements in the RDHEI field 

can be particularly crucial in medical imaging, e.g. when embedding patient infor-

mation and metadata into medical images such as X-rays, MRIs, or CT scans, ensur-

ing that the authenticity and integrity of the images can be verified without compro-

mising their quality and usability for diagnosis [5]. Several notable methods have 

contributed to the development of Reversible Data Hiding in Encrypted Images. Yi 

and Zhou [6] introduced a Parametric Binary Tree Labeling (PBTL) approach that 

divides and labels pixels for data embedding, using parameters stored within the en-

crypted image. The method involves a detailed process of labeling, block permuta-

tion, and pixel restoration to recover both the image and embedded data. 

The Tang method [7] focuses on block-wise data hiding, utilizing a logistic map 

for encryption and compression to create embedding space. This method requires 

auxiliary information for successful data extraction and image recovery. In the Yin 

method [8], a median edge detector is employed to generate a label map, which plays 

a crucial role in determining the data embedding capacity. The embedding process 

involves label maps, Huffman coding, and multiple MSB substitutions, offering a 

balance between data capacity and security. 

Mohammadi, Nakhkash, and Akhaee [9] introduced a high-capacity RDHEI tech-

nique that uses a local difference predictor. This approach increases embedding ca-

pacity by locally predicting pixel differences, allowing for the concealment of larger 

amounts of data while ensuring the complete recovery of the original image. Huiqi 

Zhang, Lin Li, and Qingyan Li [10] introduced a reversible data embedding algorithm 

based on block-wise multi-prediction, where the original image is divided into blocks 

of 8 × 8 px. The value of each pixel in every block is computed based on one or more 

adjacent pixels with known values. 

This paper builds upon an existing RDHEI approach based on specific block-wise 

pixel value prediction models [10]. The considered approach efficiently embeds data 

within encrypted images, ensuring both high-capacity data embedding and the integri-

ty of the original image. The contributions presented in this paper include: 

─ Expanding the block-wise pixel prediction scheme by incorporating seven addi-

tional prediction models to better exploit spatial pixel correlations; 

─ Identifying reference pixels to aid in the reconstruction of the carrier data and for-

mulating the structure of the auxiliary information binary sequence to ensure inde-

pendent extraction of the embedded data and reconstruction of the cover image; 

─ Conducting a detailed comparative analysis of the RDHEI scheme implemented 

with Huffman coding and fine-tuned ERLE compression for various block sizes of 

the segmented cover image. 

2 Considered RDHEI scheme 

The RDHEI algorithm comprises three stages: 

─ Preprocessing (content owner’s side). 

─ Data hiding (data hider’s side). 
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─ Data extraction and image recovery (receiver’s side). 

Preprocessing consists of three sequentially performed operations on the original 

image: block-wise pixel prediction, compression, and encryption with key Ke. Next, 

the embedding entity (i.e., data hider) embeds secret data using the data hiding key Kh 

in the previously encrypted image. On the receiver's side, the embedded data is recov-

ered, and the original image is reconstructed using the corresponding data hiding key 

and the image encryption key. 

2.1 Preprocessing 

The content owner conducts operations on the carrier image, allowing the data hider 

to embed data on their end and facilitating the receiver in recovering the embedded 

data and reconstructing the original image. Additionally, the outcome of the prepro-

cessing is the acquisition of auxiliary information (AI), which is a binary sequence 

containing the necessary information for embedding and data recovery. AI is passed 

to the data hider within an encrypted placeholder of the carrier image. 

Block-wise pixel prediction. The carrier image (i.e., algorithm’s input) is divided 

into smaller blocks of size b × b. Pixel prediction is performed on these prepared 

blocks. Each pixel value is predicted based on one or more neighboring pixels, whose 

values are already known. The value of pixel (P) is predicted based on neighboring 

pixels: Xul (upper-left), Xu (upper), Xur (upper-right), Xl (left).  

In this work, 23 prediction models were used for pixel prediction. The initial 16 

models were integrated based on the methodology described in [9], while the addi-

tional models introduced in this paper are presented in Table 1. This approach leaves 

room for further improvements, e.g. by increasing the number of prediction models 

even further to a total of 32, while still maintaining their binary representation at 5 

bits. 

Table 1. Prediction models added to the block-wise pixel prediction step. 

Model Predicted value of a pixel Model Predicted value of a pixel 

17 Round((Xul + Xur) / 2) 21 Max(Xu, Xl, Xul, Xur) 

18 Round((Xul + Xur + Xu) / 3) 22 Min(Xu, Xl, Xul, Xur) 

19 Round((Xl + Xul + Xu) / 3) 23 Max(Xul, Xur), if Xu ≤ min(Xul, Xur) 

Min(Xul, Xur), if Xu ≤ max(Xul, Xur) 20 Round((Xl + Xu + Xur) / 3)  

Reference pixels are essential for the accurate reconstruction of the image on the 

recipient's side. Due to their significant importance, they constitute a part of the AI 

sequence. For each block, prediction is carried out using each of the 23 models. To 

identify the model with the smallest error, the SAD function is employed [10]. The 

model characterized by a SAD function value close to zero for a specific block is 

utilized for predicting pixel values within that block. After conducting predictions for 
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each block, the difference between the original image and the image obtained through 

prediction is calculated, thus creating an error map. Additionally, a map of models 

used to predict pixel values within each block is generated. Due to the presence of 

negative values in the error map, it is essential to apply suitable encoding for their 

representation. For this purpose, sign-magnitude encoding is employed.  

Compression and encryption. To maximize embedding capacity, the error map is 

compressed using Huffman coding and Extended Run-Length Encoding (ERLE). 

ERLE, an advanced form of Run-Length Encoding (RLE) proposed by Chen and 

Chang [11], optimizes lossless compression for consecutive symbol sequences, com-

mon in image data. RLE compresses runs by recording the symbol and its run length, 

requiring additional markers for run transitions in RDHEI algorithms. ERLE enhances 

this with fixed-length codewords (prefix 0 plus Lfix bits) for short runs (<4 symbols) 

and variable-length codewords for longer runs (≥4 symbols), featuring a prefix (Lpre 

bits: Lpre – 1 ones, then 0), a length symbol encoding value of L – 2Lpre (L being the 

length of the run), and a tail bit (indicating symbol of the run). After error map com-

pression, the AI sequence—which stores the data for image reconstruction—is formu-

lated. It comprises reference pixel bits (first row and column of the carrier), prediction 

models bits, sign-magnitude encoded module bits, and the compressed error map. 

This AI data is placed at the beginning of a placeholder sequence of length m ∙ n ∙ 8, 

where m and n are the width and height of the image, respectively. The remaining 

space in the placeholder is designated for data embedding. The placeholder is en-

crypted using a pseudo-random bit sequence (key Ke) of equal length via bitwise 

XOR operation, yielding an encrypted sequence for the data hider. 

2.2 Data hiding 

The empty space in the encrypted placeholder is designated for the data hider, who 

can embed additional, secret data into it. To help identify the starting point for the 

data embedding process, the length of the data hiding key Kh, used for encrypting the 

additional information, is associated with the length of the compressed error map. 

Thus, knowing the key Kh, the data hider can locate the end of AI in the encrypted 

placeholder and start embedding additional information without interfering with pre-

viously embedded auxiliary data. To obtain the encrypted secret sequence, an XOR 

operation is performed between the bits of additional information and the key Kh. The 

encrypted sequence, obtained in this manner, is then embedded in the encrypted 

placeholder immediately after the encrypted AI sequence. 

2.3 Data extraction and image recovery 

After receiving the encrypted message with embedded data, the recipient is able to 

extract the necessary information to reconstruct the original carrier image and the 

embedded data according to the image encryption key Ke and the data hiding key Kh. 
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The first step is to extract the embedded AI sequence from the encrypted message. 

The length of this sequence is calculated based on the length of the received infor-

mation and the length of the key Kh. First, the size of the original image (assuming m 

× m for simplicity) is calculated according to the formula (1): ( )/  8
p

m n= , where 

np is the length of the encrypted placeholder. The number of bits corresponding to the 

stored reference pixels is calculated according to formula (2): ( ) 8 2  1R m=  − . 

Next, the number of bits of the prediction models map is calculated (3): 

( )
2

/ 5P m b=  , where b is the block size chosen during the preprocessing. 

The number of sign bits generated during sign-magnitude encoding is equal to m2. 

In this way, the bit number from which the compressed error map begins in the AI 

sequence is calculated as the sum of bits from reference pixels, bits of the prediction 

models map, and bits generated during sign-magnitude encoding, increased by 1. 

The length of the data hiding key Kh is equal to the length of the compressed error 

map. Starting from the initial bit of the compressed error map, a sequence of lkh bits is 

extracted, where lkh is the length of the key Kh. In this way, the encrypted AI sequence 

is obtained, which is then decrypted using the encryption key Ke. The remaining part 

in the encrypted message contains information embedded by the data hider, which is 

extracted and decrypted using the key Kh. 

In order to recover the carrier, the obtained error map is decompressed and re-

shaped into a matrix using sign bits. This matrix, representing the reconstructed im-

age, is initiated with reference pixel values placed initially in the first row and then in 

the first column. The order of bits representing reference pixel values in the AI se-

quence corresponds to the order of placing them in the reconstructed image. The pro-

cess of image reconstruction occurs pixel by pixel, starting from the pixel in the sec-

ond row and second column. Using the prediction models map extracted from the AI 

sequence, the pixel value is predicted, and then added to its corresponding element 

from the error map matrix. This operation is performed sequentially (pixel by pixel). 

3 Results 

This section presents tests of the implemented RDHEI algorithm, conducted in 

MATLAB R2023b on Windows 11 with a 12th Gen Intel® Core™ i7-12700 proces-

sor. Five standard 512 × 512 greyscale images (Baboon, Lake, Plane, Peppers, and 

Boat) were used [12], along with images from the BOSSbase 1.01 [13] and BOWS2 

[14] datasets. 

3.1 Security and image quality analysis 

To assess the effectiveness of the encryption, commonly used metrics were employed: 

analyses of histograms of carrier and encrypted images, the Number of Pixel Change 

Rate (NPCR) indicator, and the Unified Average Changing Intensity (UACI) [10]. 

Histograms of encrypted images differ from those of original images and do not ex-
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hibit any significant features characteristic of carriers (Figure 1). The NPCR coeffi-

cient in all cases reached nearly 100%, which implies that nearly all pixels undergo 

changes compared to the original image. The UACI result averages 15% for both 

compression methods, which indicates a satisfactory robustness of the encrypted data 

against differential attacks. 

 

Fig. 1. Histograms of image pixel values distribution: (a) before and (b) after encryption, as 

well as (c) original and (d) encrypted Lake image. 

After decryption and data extraction, reconstructed images were evaluated using 

Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM). 

All images achieved infinite PSNR and SSIM of 1, confirming lossless reconstruc-

tion. 

3.2 Performance analysis 

The discussed algorithm was examined for its performance. In particular, the impact 

of the applied block size b and compression method on embedding efficiency was 

investigated. Moreover, the best average Lfix value for ERLE compression was identi-

fied. 

ERLE performance test. The impact of the Lfix value (ranging from 4 to 20) on 

ERLE compression efficiency was tested for two block sizes (Figure 2). For BOSS-

base and BOWS2, the optimal value averaged around 8, as it was selected for approx-

imately 2000 images depending on dataset and block size. For the standard images, 

with varying block sizes, the optimal values of Lfix were essentially the same for every 

tested block size, but larger than those for the majority of images from the datasets. 

 

Fig. 2. Optimal Lfix values for BOSSbase and BOWS2 images and two fixed block sizes. 
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Effectiveness of data embedding. Embedding performance varied with compression 

method and block size. Huffman coding provided better average embedding rates (by 

0.36 bpp for 8 × 8, and by 0.34 bpp for 16 × 16) across both datasets. However, 

ERLE achieved higher maximum embedding rates, outperforming Huffman in 574 

images (difference >0.1 bpp), and reaching improvements of over 0.54 bpp in 93 

cases. Compared to existing methods (Table 2), ERLE compression provided better 

embedding results. Although slightly below [8] in average embedding rate, ERLE 

achieved higher maximum rates (by 13.75% for BOSSbase and 9.24% for BOWS2). 

Prediction models 1, 4, 7, 16, 21, and 22 were the most frequently used, demonstrat-

ing consistent performance across the datasets. Notably, two of the prediction models 

introduced in this study were among the top performers. 

Table 2. Comparison of the embedding rate (bpp) for the discussed RDHEI algorithm with 

different block sizes and compression methods against selected state-of-the-art methods. 
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Images ERLE Huff ERLE Huff 

Baboon 1.079 1.748 1.193 1.828 - - 0.641 1.204 1.04 - 

Lake 1.821 2.433 1.946 2.543 - - 1.468 - - 1.944 

Airplane 2.781 3.257 2.861 3.321 - 2.219 2.281 3.067 2.75 2.340 

Peppers 2.347 3.002 2.397 3.049 - - 1.798 - - 1.879 

Boat 2.381 2.793 2.455 2.839 - - 1.519 - - - 

BOSS (max) 6.705 5.804 6.765 5.864 - - - 5.921 - - 

BOSS (aver.) 3.113 3.444 3.216 3.523 2.732 2.026 - 3.389 - 2.435 

BOWS2 (max) 6.138 5.519 6.197 5.575 - - 4.881 5.646 6.11 - 

BOWS2 (aver.) 2.961 3.324 3.082 3.419 2.547 - 2.425 3.282 2.9 - 

4 Conclusions 

In this study, enhancements to an RDHEI algorithm based on block-wise pixel predic-

tion were presented, focusing on increasing embedding capacity through fine-tuned 

ERLE compression. Results indicate that, on average, ERLE slightly underperforms 

compared to Huffman coding but excels for images containing repetitive pixel values. 

Huffman coding remains preferable for images with diverse pixel distributions, such 

as those in BOSSbase and BOWS2. 
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Therefore, the choice of compression should reflect image characteristics, with 

ERLE being likely advantageous for medical (DICOM) images exhibiting large uni-

form regions. Future research will explore ERLE's application in medical imaging to 

further optimize the embedding process. 
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