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Abstract. Selecting appropriate examples for in-context learning sig-
nificantly impacts the performance of Large Language Models. In this
paper, we show that leveraging LLMs’ positional biases and incorporat-
ing knowledge of class distribution can improve classification outcomes,
especially for underrepresented classes. We introduce Class-few-shot, a
method that balances class representation among few-shot examples. To
investigate this, we conduct almost 10,000 experiments on four datasets
and three models, cross-checking how different biases affect models’ per-
formance and how they interact. We show that presenting classes from
the most to least numerous using an alternating pattern leads to bet-
ter results than standard few-shot prompting with the same number of
examples. Additionally, we compare the general few-shot and Class-few-
shot results, outlining the strengths of both approaches. All of our raw
experiment results, prompts and codes are publicly available on GitHub1.
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1 Introduction

Few-shot in-context learning [5] is one of the key approaches to increasing the
performance of Large Language Models (LLMs) [10], and one that can be ap-
plied with almost no additional effort. Over the years, the identification of factors
that contribute to the effectiveness of few-shot has become an area of research.
This paper aims to verify how positional bias and class distribution influence the
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results and proposes Class-few-shot – a method designed to increase perfor-
mance, especially the recall for minority classes, by balancing the class distribu-
tion. The key contributions of the paper include: (1) A Class-few-shot Maj-Min
alternating order method for selecting in-context examples that improves perfor-
mance. (2) Analysis of class balancing influence on the most numerous class Maj
and the least numerous class Min results. (3) Nearly 10,000 publicly available
experiments for further study.

2 Related work

In-context learning [5] is an important alternative to fine-tuning [19] and can
be used in a wide range of applications, from simple classification [10] to ad
hoc personalization [18]. Initial research on in-context learning quickly identified
some factors that influenced performance, such as recency bias and majority
label bias [21], or the number and quality of examples [13]. These discoveries led
to further exploration, particularly in two areas central for this work: the impact
of information conveyed in the prompt, and the impact of order and example
distribution on model performance.

2.1 Example order, distribution and demonstration

One of the key biases demonstrated in [21] was models’ tendency to prioritize
the majority label and examples closer to the end of the prompt, which was
present even in many-shot in-context learning [1]. Multiple strategies have been
suggested to overcome the order of examples issue [12,16,20]. There has not been
much research comparing the ordering bias with other biases [21]. Most works
related to class distribution focus on developing methods, for example, selection
[2, 11, 17], or dataset balancing [9] and expansion [8]. However, recent research
confirms the significant impact of dataset imbalance on in-context learning [6].

3 Class-few-shot and positional bias

In the standard few-shot approach, the examples presented in a prompt are
usually chosen randomly or manually, and the number of those examples is fixed.
While sampling makes the class distribution of few-shot examples resemble the
class distribution of the dataset, it may result in some classes being missing
or overrepresented. Additionally, random few-shot sampling does not fully take
advantage of the positional bias, as it cannot guarantee consistent class presence.

3.1 Class-few-shot : a new approach to balancing few-shot class
distribution

We present a new method called Class-few-shot, Figure 1. Its purpose is to ensure
that when sampling few-shot examples, each class is represented n times. This
means that the final shot number depends on the class number of the specific
task. The precise class presentation is controlled by parameters described below:
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Fig. 1. Class-few-shot and few-shot in three classes scenario

– Class order (Ordering) determines the order of examples representing each
class in prompts, based on the number of examples belonging to the class:
• Maj-Min – Sequence from the most to the least numerous class (first

majority class Maj, last minority class Min),
• Min-Maj – Sequence from the least to the most numerous class.

– Class-few-shot pattern (Pattern) defines a pattern of the class order in
a prompt. It is only relevant for n > 1 shots per class:
• Sequential (Seq) – all examples from a class are presented together,

then all examples from the next class, etc., following given Ordering,
• Alternating (Alt) – examples are given one at a time, presenting dif-

ferent classes sequentially.
– Random – a special case of Class-few-shot with a fully random example

order. Class balance is maintained with n examples per class, but no specific
ordering or pattern is applied. This serves as a baseline where only class
balance influences results, isolating the effect from positional bias.

3.2 Positional bias

The suggested approach aims to exploit the positional bias of LLMs. Prior
research indicated bias towards information near the end of the prompt [21]
and suggested that models are prone to favoring a specific position of the la-
bel [1, 12, 16, 20]. We test various orderings and patterns to identify which one
can be leveraged with Class-few-shot to provide better example selection for
unbalanced datasets, as the bias effects vary by task and model.

We test various orderings and patterns to identify which one can be leveraged
with Class-few-shot to provide better example selection for unbalanced datasets,
as the bias is proven to work differently depending on the task and model.

ICCS Camera Ready Version 2025
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-97635-3_7

https://dx.doi.org/10.1007/978-3-031-97635-3_7
https://dx.doi.org/10.1007/978-3-031-97635-3_7


4 A. Szczęsny et al.

4 Experimental setup

We would like to compare the impact of Class-few-shot to all other factors in-
fluencing the performance, as it is difficult to isolate the impact of one specific
factor. We decided to choose four different datasets, described in Section 4.1, as
well as three representative models of different sizes: Llama-3.1-8B-Instruct
(small), Mixtral-8x7B-v0.1-Instruct (medium, MoE), and Llama-3.3-70B-
Instruct (large). To perform the experiments, we used the lm-evaluation-harness
[7] framework with custom samplers implementing Class-few-shot. Models were
hosted using the vLLM library.

4.1 Datasets

We chose 4 single-label classification datasets of different type, balance, class
number, and difficulty (based on [10]). Dataset statistics are presented in Ta-
ble 1. For the SNLI [4] dataset, we used the train set for few-shot samples and
have sampled a 10% (5k) stratified random subset from the set to increase per-
formance. The test set has not been altered. For Sarcasmania [15] we built the
train and test sets by splitting the whole dataset with a train/test ratio of 9:1,
with stratification.

4.2 Experiment plan

Our experiments considered testing all permutations of parameters against each
other, for all models and datasets. Class-few-shot parameters included Class
Order and Class-few-shot Pattern. Performance in standard few-shot was also
evaluated as a reference. Each experiment has been repeated 10 times, using a
fixed seed for each run: 1234, 1235, 1236, etc.

To ensure reproducibility, we separated examples sampling from order and
pattern. Thanks to that, all experiments were carried out with identical sets of

Dataset Class Count Percent-
age

Total
Samples Difficulty Balance

SNLI [4]
Entailment 3368 34.3%

9824 Easy Well-balancedContradiction 3237 32.9%
Neutral 3219 32.8%

TweetEval [3]

Anger 558 39.3%

1421 Medium ImbalancedSadness 382 26.9%
Joy 358 25.2%
Optimism 123 8.7%

Sarcasmania [15] No-Sarcasm 2129 53.5% 3978 Hard Well-balancedSarcasm 1849 46.5%

Word Context [14] Yes (Same Meaning) 319 50.0% 638 Medium PerfectNo (Other Meaning) 319 50.0%

Table 1. Class distribution of datasets used in the study (test/validation set). Per-
centages are calculated relative to the total number of samples in each dataset.
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examples, which were constant between configurations. For example, a Min-Maj
Alt run on seed 1234 had the same few-shot examples as Maj-Min Alt, Min-Maj
Seq, or random runs on the same seed. Class list in the prompts was presented
in the same way across all experiments.

Experiments with class-n-shot were carried out in three scenarios in which
the parameter n ∈ {1, 2, 3}, and the model was given n examples representing
each class. The number of examples used in reference few-shot experiments was
the same as in corresponding class-n-shot configurations. E.g., for the TweetEval
dataset (4 classes), the model was given either n = 4, n = 8, or n = 12 examples.
This enables a direct comparison of the results obtained by the two approaches.

4.3 Class-few-shot as an experimental methodology

To test the positional and class bias, we have to make sure that the test envi-
ronment provides as much stability and reproducibility as possible. This is why
we use the Class-few-shot method to perform all of the experiments. In stan-
dard few-shot, class distribution of examples will reflect the class distribution of
the dataset. In the case of a strongly imbalanced dataset, there might be some
runs with no possibility of creating a consistent pattern, or class order, as few-
shot could only consist of one class. This could potentially influence the results.
Therefore, we use Class-few-shot to assess biases, and perform standard few-shot
experiments only as a reference.

5 Results

The following section presents a selection of experiments and observed trends,
along with a thorough analysis.

5.1 Positional bias in Class-few-shot

The results presented in Table 2 illustrate the impact of ordering and pattern on
the performance of LLMs in classification tasks across selected datasets. While
the performance differences between various ordering strategies are not striking,
the consistently better results of the Maj-Min alternating ordering across all
tested models suggest that structured variation in example presentation plays a
role in optimizing model performance. Additionally, the random scenario tends
to provide stable, above average results.

Furthermore, it is worth highlighting the variability in the impact of these
parameters on specific models. For both Llama models, despite the gap between
sizes, the differences observed across various parameter configurations were sig-
nificantly bigger than those seen for Mixtral-8x7B. This suggests that model
architecture may play a critical role in leveraging positional bias.

Table 3 shows the mean F1 score for the least numerous class, optimism (9%),
in the most imbalanced dataset, TweetEval. The results indicate that any Class-
n-shot setting significantly outperforms standard few-shot for the minority class,
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Dataset Model Maj-Min Min-Maj Random

Seq Alt Seq Alt

SNLI
Llama-3.1-8B 0.750 0.770 0.740 0.760 0.764
Mixtral-8x7B 0.815 0.802 0.778 0.791 0.799
Llama-3.3-70B 0.821 0.820 0.794 0.805 0.811

TweetEval
Llama-3.1-8B 0.773 0.778 0.781 0.774 0.777
Mixtral-8x7B 0.728 0.740 0.738 0.731 0.734
Llama-3.3-70B 0.767 0.775 0.772 0.771 0.774

Sarcasmania
Llama-3.1-8B 0.721 0.778 0.709 0.706 0.732
Mixtral-8x7B 0.945 0.945 0.912 0.910 0.928
Llama-3.3-70B 0.822 0.847 0.848 0.840 0.839

Word Context
Llama-3.1-8B 0.613 0.638 0.651 0.621 0.631
Mixtral-8x7B 0.684 0.679 0.684 0.692 0.685
Llama-3.3-70B 0.725 0.728 0.718 0.722 0.721

Average
Llama-3.1-8B 0.714 0.741 0.720 0.715 0.726
Mixtral-8x7B 0.793 0.791 0.778 0.781 0.786
Llama-3.3-70B 0.784 0.793 0.783 0.784 0.786

Table 2. Comparison of different Class-few-shot scenarios. The results presented above
are averaged from Class-2-shot and Class-3-shot (Class-1-shot does not enable pattern
usage).

suggesting that Class-few-shot helps balance output distribution and increases
sensitivity to minority classes. In contrast to the outcomes detailed in Table 2,
here the Seq pattern performs best, placing rare class instances closer to the
prompt, which is consistent with prior findings [21].

5.2 Class-n-shot vs. few-shot comparison

Figure 2 shows the average performance differences between standard few-shot
and Class-few-shot across all experiments, highlighting the potential gains of
using Class-few-shot.

For Llama-8B, both class-2-shot and class-3-shot outperform in the random
and Maj-Min Alternating scenario, with the latter improving the results by 2
percentage points compared to standard few-shot. In the case of Mixtral 8×7B,
Class-few-shot consistently outperforms standard few-shot across all tested con-
figurations. Llama-70B exhibits the least gain from employing Class-few-shot.
Performance generally improves with more examples, and while the Maj-Min
Alternating strategy yields the best results, it is worth noticing that the random

Model Few-Shot Random Min-Maj Maj-Min

Seq Alt Seq Alt

Llama3.1_8B 0.568 0.618 0.597 0.604 0.633 0.621
Mixtral_8x7B 0.439 0.497 0.496 0.502 0.505 0.481
Llama3.3_70B 0.619 0.628 0.616 0.628 0.637 0.632

Table 3. F1 score for the minority class of the TweetEval dataset (optimism).
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strategy results in better performance, suggesting that class balancing alone can
boost in-context learning. Note that results for Sarcasmania were excluded for
Llama-70B due to extremely poor 0-shot performance, with the model often
failing to produce coherent responses.

Fig. 2. F1 comparison between 0-shot, few shot and Class-few-shot, averaged across
all the experiments with n ∈ {1, 2, 3}.

6 Conclusions and future work

Our findings reveal that Maj-Min Alternating Class-few-shot improves the per-
formance of LLMs over the standard few-shot approach. Furthermore, the results
confirm that Class-few-shot can improve the F1 score on minority classes by ap-
proximately 5 p.p.

Potential future work could explore how Class-few-shot affects the class dis-
tribution, as minority class results have improved significantly. Other directions
include analysing positional bias with Class-few-shot in a many-shot [1] context,
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as well as expanding the number of datasets and studying the role of class order
in prompts beyond few-shot examples.
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