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Abstract. Variational Physics-Informed Neural Networks (VPINN) train
the parameters of neural networks (NN) to solve partial differential equa-
tions (PDEs). They perform unsupervised training based on the physical
laws described by the weak-form residuals of the PDE over an underlying
discretized variational setting; thus defining a loss function in the form
of a weighted sum of multiple definite integrals representing a testing
scheme. However, this classical VPINN loss function is not robust. To
overcome this, we employ Robust Variational Physics-Informed Neural
Networks (RVPINN), which modifies the original VPINN loss into a ro-
bust counterpart that produces both lower and upper bounds of the true
error. The robust loss modifies the original VPINN loss by using the in-
verse of the Gram matrix computed with the inner product of the energy
norm. The drawback of this robust loss is the computational cost related
to the need to compute several integrals of residuals, one for each test
function, multiplied by the inverse of the proper Gram matrix. In this
work, we show how to perform efficient generation of the loss and train-
ing of RVPINN method on GPGPU using a sequence of einsum tensor
operations. As a result, we can solve our 2D model problem within 350
seconds on A100 GPGPU card from Google Colab Pro. We advocate us-
ing the RVPINN with proper tensor operations to solve PDEs efficiently
and robustly. Our tensorial implementation allows for 18 times speed up
in comparison to for -loop type implementation on the A100 GPGPU
card.

Keywords: Robust Variational Physics Informed Neural Network, GPGPU,
Parallelization of tensor operations

1 Introduction

Recently, there has been a growing interest in designing and training Deep Neural
Networks (DNN) for solving challenging Partial Differential Equations (PDEs).
The most popular methods for training the DNN solutions of PDEs are Physics
Informed Neural Networks (PINN) [1–3], and Variational Physics Informed Neu-
ral Networks (VPINN) [4]. Since their introduction in 2019, they have gained
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exponential growth in the number of papers and citations. It is an attractive
alternative for solving PDEs, in comparison with traditional solvers such as the
Finite Element Method. With the introduction of modern stochastic optimizers
such as ADAM [5] they easily find high-quality minimizers of the loss functions
employed.

Physics-Informed Neural Network, proposed in 2019 by Prof. Karniadakis,
revolutionized the way in which neural networks find solutions to boundary-
value problems described by means of PDEs [1]. In the PINN method, the neu-
ral network is treated as a function approximating the solution of a PDE. After
computing the necessary differential operators, the neural network and its ap-
propriate differential operators are inserted into the PDE. The residuum of the
PDE and the boundary conditions are assumed as the loss function. The learning
process consists of sampling the loss function at different points by calculating
the PDE residuum and the boundary conditions. PINNs have been successfully
applied to solve a wide range of problems, from fluid mechanics [2, 3], in particu-
lar, Navier-Stokes equations [6], wave propagation [7, 8], phase-field modeling [9],
biomechanics [10], quantum mechanics [11], electrical engineering [12], problems
with point singularities [13], uncertainty qualification [14], dynamic systems [15,
16], or inverse problems [17, 18], among many others.

Prof. Karniadakis has also proposed Variational Physics Informed Neural
Networks VPINN [4]. VPINN uses the idea of a variational formulation in which
the PDE is averaged using the integration over a given domain with prescribed
distributions, called the test functions. The relation between PINN and VPINN
is similar to the relation between finite difference and finite element methods
(FDM/FEM). In the first class of methods, the continuous PDE is considered
in the strong form at the set of selected points. In the second class of methods,
the PDE is considered in the weak form, averaged using a family of distributions
called the test functions. The VPINN method has found several applications,
from Poisson and advection-diffusion equations [19], non-equilibrium evolution
equations [20], solid mechanics [21], fluid flow [22], and inverse problems [23, 24],
among others.

In this paper, we focus on the VPINN method. We show that the loss func-
tions employed by the VPINN method are not robust. The loss function of
VPINN can significantly differ from the true error. Thus, we employ the robust
loss proposed in the RVPINN method [25]. The authors in [25] show that the
robust loss proposed there is a lower bound for the true error. It is also an upper
bound up to some oscillatory term.

The drawback of this robust loss is the computational cost related to the need
to compute several integrals of residuals, one for each test function, multiplied
by the inverse of the proper Gram matrix. In this paper, we focus on model
Laplace problems. As it is shown in [25], for this kind of problem, the Gram
matrix has to be computed in the weighted H1

0 inner product. In this paper, we
select the trigonometric test functions defined over the entire domain. These test
functions result in the diagonal Gram matrix, as well as its inverse. We show
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how to perform efficient generation of the loss on GPGPU using a sequence of
einsum tensor operations.

Using our parallel tensor operations designed for RVPINN, we can solve our
model 2D PDEs within 350 seconds on A100 GPGPU card from Google Colab
Pro. Our parallel implementation allows for 18 times speed up in comparison to
for -loop type implementation on the A100 GPGPU card executed using Google
Colab Pro.

2 Neural-network framework

To numerically approximate PDEs, we consider a DNN function with input
x = (x1, . . . , xd) and output uNN (x; θ), where θ ∈ RS represents the trainable
parameters. We employ a fully-connected Feed-Forward Neural Network (NN)
composed of L layers. Each layer l in the NN consists of a set of neurons. The
output of layer l, with l = 1, . . . , L− 1, is given by:

z(l) = σ(w(l)z(l−1) + b(l)), (1)

where σ is a tanh activation function, w(l), b(l) are the weights and biases,
respectively, associated with the layer l, and z(0) = x is the input to the first
layer. The final layer L is innactivated:

uNN (θ) = w(L)z(L−1) + b(L). (2)

Using ADAM optimization algorithm [5], the NN weights and biases are learned.
We denote the manifold of different realizations of the neural network functions
as UNN .

3 Numerical results for VPINNs

In this section we solve two model two-dimensional problems by using VPINN
[4] method. The goal of this section is to show the lack of robustness of the
VPINN loss. For that, we illustrate the discrepancy between the VPINN loss
function and the true error. By the true error we mean the relative error in the
energy-norm defined by

∥uNN − uEXACT ∥H1
0

∥uEXACT ∥H1
0

, (3)

where ∥u∥H1
0
=

∫
Ω
∇u(x) · ∇u(x) dx is the norm of the underlying trial space

H1
0 = H1

0 (Ω). Besides its theoretical foundations described in [25], this energy
norm gives a good estimate how the derivatives of the NN solution approximate
the derivatives of the exact solution.
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3.1 Laplace model problem with sin-sin solution

Given Ω = (0, 1)2 ⊂ R2 we seek the solution of the model problem with manu-
factured solution

−∆u = f, (4)

with homogeneous Dirchlet boundary conditions that we enforce on the NN in
a strong way, following the ideas presented in [26]. In this subsection, we select
the solution

u(x1, x2) = sin(2πx1)sin(2πx2), (5)

presented in Figure 1. In order to obtain this solution, we consider the source

f(x1, x2) = −∆u(x1, x2) = −8π2sin(2πx1)sin(2πx2). (6)

Fig. 1: Solution to the first problem.

We consider the weak form of the PDE, obtained by integration by parts
with selected test functions v ∈ V = H1

0 (Ω). We also assume, that the solution
u is approximated by the neural network u ≈ uNN (θ) ∈ UNN . Namely, find
uNN (θ) ∈ UNN such that

b(uNN (θ), v) :=

∫
Ω

∇uNN (x) · ∇v(x) dx (7)

=

∫
Ω

f(x) v(x) dx =: l(v), ∀v ∈ V, (8)

where x is an abbreviation for (x1, x2).
This weak formulation can equivalently be read as vanishing the following

residual form:

r(uNN (θ), v) := b(uNN (θ), v)− l(v) = 0, ∀v ∈ V. (9)
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For the test discretization setting, we define the finite-dimensional space
VM ⊂ V

VM = span({vm}Mm=1) (10)

of trigonometric test functions vm = sin (m1πx) sin (m2πy) with m = (m1,m2)
and 1 ≤ m1 ≤ M1 and 1 ≤ m2 ≤ M2. Thus, M = M1 M2.

Fig. 2: First problem. VPINNs approximation using strong imposition of bound-
ary conditions, 30×30 trigonometric test functions, 400×400 integration points
for training, and 400× 400 integration points for the true error. Convergence of
the loss function and the convergence of the true relative error as measured in
the energy norm.

In this way, the original VPINN loss function (see [4, 27]) is defined as the
result of adding up all the squared residual contributions for each test basis
function as follows:

LOSS(θ) =
M∑

m=1

{r (uNN (θ), vm)}2 . (11)

We perform numerical integration to approximate each residual contribution
employing Monte Carlo integration, i.e.,

r(uNN (θ), vm) ≈

1

K

K∑
k=1

∇uNN (xk) · ∇vm(xk)− f(xk) sm(xk), (12)

where K is the total number of integration points.
For the VPINN approximation we use strong imposition of boundary con-

ditions, 30 × 30 trigonometric test functions, 400 × 400 integration points for
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training, and 400 × 400 integration points for computing the true error for the
convergence plot. Figure 2 show the convergence of the VPINN minimization.
We can see from this figure that the plot of the true error ∥uNN − uEXACT ∥ is
far from the square root of the loss (as well as from the loss itself). Here uNN is
the neural network solution, uEXACT is the exact solution (that is usually not
known in the real problems). Ideally, we would like these two plots coincide.

3.2 Laplace model problem with sin-exp solution

Following model problem (4), we consider the solution

u(x1, x2) = −exp(π(x1 − 2x2)) sin(2πx1) sin(πx2), (13)

whose source term is

f(x1, x2) = −π2exp(π(x1 − 2x2))sin(2πx1)(4cos(πx2). (14)

This exact solution is presented in Figure 3.

Fig. 3: Solution to the second problem.

We employ the same weak formulation as above but with different right-
hand side, same test discretization setting, and same VPINN loss function. For
the VPINNs approximation we use strong BCs imposition, 30× 30 spectral test
functions, 400× 400 integration points for training, 400× 400 integration points
to compute the truth error for the convergence plot. The convergence of the
VPINN is presented in Figure 4. We can read from this figure, that the plot of
the true error ∥uNN −uEXACT ∥ does not coincide at all with the square root of
the loss (or with the the loss itself). Here uNN is the neural network solution,
uEXACT is the exact solution (that is usually not known in the real problems).
Ideally, we would like these two plots to coincide.

ICCS Camera Ready Version 2025
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-97626-1_5

https://dx.doi.org/10.1007/978-3-031-97626-1_5
https://dx.doi.org/10.1007/978-3-031-97626-1_5


Tensorial Implementation for RVPINN 7

Fig. 4: Second problem. VPINNs approximation: strong BCs imposition, 30 ×
30 spectral test functions, 400 × 400 integration points for training, 400 × 400
integration points for the true error. Convergence of the loss function and the
convergence of the true relative error as measured in the energy norm.

3.3 Summary of VPINN results

The convergence of training with ADAM optimizer [5] is presented in Figures 2
and 4. We can see from these Figures that the loss functions are far from the
true error computed between the approximated solution uNN and the known
exact solutions. Thus, the VPINN loss is not robust. Changing the number of
neurons or layers, improving the quadrature as in [28], or changing the training
rate, does not help to make this loss robust. Still, the VPINN loss allows us to
obtain the correct solutions presented in Figures 1 and 3, but looking at the loss
function convergence in Figures 2 and 4 we cannot see what is the true error of
the trained solution. Thus, we do not know what is the quality of the trained
solution. This is especially true if we do not know the exact solution, which is
the case in practical problems.

4 Numerical results for RVPINNs

In this section, we present how to modify the originally proposed VPINN loss
function in [4, 27] to obtain its robust counterpart proposed in [25]: instead of
considering a single residual contribution for each selected test basis function,
we have to test all the residual contributions against each other. Moreover, such
testing has to be consistently weighted via the corresponding Gram matrix.

We emphasize that simply avoiding crossed multiplications of residual terms
and Gram-matrix coefficients does not guarantee robustness during training, i.e.,
lower and upper bounds for the true error during loss minimization, as seen in
the VPINN experiments of Figures 2 and 4. We refer to [25] for details.
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Following a general test-space discretization VM spanned by basis functions
{vm}Mm=1, the robust version of the VPINN loss function is as follows:

LOSS(θ) =

M∑
m,n=1

{r(uNN (θ), vm)}G−1
m,n {r(uNN (θ), vn)} .

One might argue that original VPINNs is a simplification of RVPINNs when the
Gram matrix is the identity.

In our discretization setting, it is easy to check that our trigonometric basis
functions are orthogonal with respect to the inner product in H1

0 (Ω), producing
a corresponding diagonal inverse of the Gram matrix as follows:

G−1
m1m2,n1n2

=

{
4

(m2
1+m2

2)π
2 , if m1 = n1,m2 = n2,

0, otherwise,
(15)

Here, Gm1m2,n1n2
= (vm1m2

, vn1n2
)H1

0
denotes the Gram matrix. This reduces

our additive complexity of the RVPINN loss function to

LOSS(θ) =
∑

m1,m2

G−1
m1m2

{r(uNN (θ), vm1,m2
)}2 , (16)

where, by abuse of notation, G−1
m1m2

denotes the diagonal of the inverse of the
Gram matrix given by the coefficients in (15).

4.1 Laplace model problem with sin-sin solution

For the first model problem, the loss function (16) is robust. This time, the square
root of the loss function is equal to the true error, as it is presented in Figure
5. This indicates that the robust loss accurately reflects the error between the
neural network solution uNN and the exact solution uEXACT , namely ∥uNN −
uEXACT ∥. This is true even when the exact solution is unknown. Thus, we know
when to stop the training to get a good quality solution.

For the RVPINNs approximation we use strong BCs imposition, 20 × 20
spectral test functions, 200 × 200 integration points for training, 1000 × 1000
integration points to compute the truth error for the convergence plot. The
convergence of the VPINN is presented in Figure 4.

4.2 Laplace model problem with sin-exp solution

For the second model problem, the loss function (16) is also robust. In contrary
to the VPINN, illustrated in Figure 4, in the RVPINN, the square root of the
loss function is a good estimate of the true error, as it is presented in Figure 6.
For the VPINNs approximation we use strong BCs imposition, 20× 20 spectral
test functions, 200× 200 integration points for training, 1000× 1000 integration
points to compute the truth error for the convergence plot.
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Fig. 5: First problem. RVPINNs approximation: strong BCs imposition, 20× 20
spectral test functions, 200 × 200 integration points for training, 1000 × 1000
integration points for truth error. Convergence of the loss function and the con-
vergence of the true relative error as measured in the energy norm.

Fig. 6: Second problem. RVPINNs approximation: strong BCs imposition, 20×20
spectral test functions, 200 × 200 integration points for training, 1000 × 1000
integration points for truth error. Convergence of the loss function and the con-
vergence of the true relative error as measured in the energy norm.
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5 Tensor implementation for (R)VPINN

The RVPINN method with trigonometric test functions requires the addition
of several residual terms and multiplied by the coefficients of the inverse of the
Gram matrix in the loss function.

Although we can easily implement this sheme using component-by-component
operations over a few number of for -type loops, it should be noted that such an
approach is highly inefficient in interpreted programming languages like Python,
which is where neural-network-based models are nowadays majorly developed.
In this way, an efficient tensor workflow implementation consists of properly or-
ganizing operation functions from GPGPU-developed libraries like TensorFlow,
PyTorch, or JAX. Trying to design a flowchart with operations outside these
libraries typically produces disproportionately inefficient execution times. We
considered PyTorch as our coding platform.

5.1 Linear algebra with Einstein summation

Our loss function consists of a combination of numerical integration, Eq. (12),
and the residual summation of Eq. (16) as follows:

∑
m

G−1
m

{
1

K

K∑
k=1

∇uNN (xk) · ∇vm(xk)− f(xk) vm(xk)

}2

.

where m = (m1,m2) and xk = (x1k, x2k).
This summation expression involves the appropriate combination of tensors.

These operations have a user-friendly implementation on tensor-oriented plat-
forms that follow the Einstein summation convention.

In the following, we describe and support with graphics the implementation
of our loss evaluation.

We start from the operation constructing 3D tensors. From now on, x, t,
n and m replace x1, x2, n, and m, respectively. The einsum function prevents
representing the indexes of each axis by more than one character during codifi-
cation.
x_times_n = torch.einsum("xt,n->xtn",

x.reshape(n_x, n_t), n)
t_times_m = torch.einsum("xt,m->xtm",

t.reshape(n_x, n_t), m)
Now, we construct a 4D tensor with values of two-dimensional test functions,

from two 3D tensors.
test_x = torch.sin(math.pi*x_times_n)
test_t = torch.sin(math.pi * t_times_m)
test = torch.einsum("xtn,xtm->xtnm",

test_x, test_t)
Next, we construct the derivatives of the test functions along x.

test_x_dx = torch.pi *
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torch.einsum("n,xtn->xtn", n,
torch.cos(torch.pi*x_times_n))
We also construct a 4D tensor with values of derivatives of two-dimensional

test functions with respect to x, out of two 3D tensors.
test_dx = torch.einsum("xtn,xtm->xtnm",

test_x_dx, test_t)
Next we compute derivatives of the test functions with respect to t.

test_t_dt = torch.pi *
torch.einsum("m,xtm->xtm", m,
torch.cos(torch.pi*t_times_m))
We also construct a 4D tensor with values of derivatives of two-dimensional

test functions with respect to t, out of two 3D tensors.
test_dt = torch.einsum("xtn,xtm->xtnm",

test_x, test_t_dt)
Finally, we construct the first part of the loss function, a 2D tensor, out of

the Neural Network and the derivatives of test functions with respect to x.
loss1 = dx * dt * epsilon *

torch.einsum("xt,xtnm->nm",
dpinn_dx, test_dx)
We also construct in the analogous way the second part of the loss function,

a 2D tensor, out of the Neural Network and the derivatives of test functions with
respect to t.
loss2 = dx * dt * epsilon *

torch.einsum("xt,xtnm->nm",
dpinn_dt, test_dt)
The last part of the loss function is constructed out of the right-hand side

2D tensor and the 4D tensor representing the test functions.
loss3 = dx * dt *

torch.einsum("xt,xtnm->nm", rhs, test)
We sum up all the loss contributions

loss = loss1 + loss2 - loss3
we take the second power and multiply by the Gram matrix.

loss = loss**2 * self.G
and we return the sum of all the obtained loss values.

return loss.sum()

6 Numerical experiments

6.1 Google ColabPro comparison

We perform 20,000 iterations with 100 × 100 integration points, 20 × 20 basis
functions, 2 layers of the neural network with 200 neurons each. Using our tenso-
rial implementation, we can solve the experiments conducted in Sections 3 and
4 within 350 seconds on a A100 GPGPU card from Google Colab. Execution
times in a implementation using for -type loops takes 108 minutes. We have 18
times speed up the training process using tensor magic.
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6.2 CYFRONET supercomputing center experiment

To investigate further the scalability of RVPINN we have executed our model
problems on two GPUs, both NVIDIA A100-SXM4-40GB with a total Memory
of 39.56 GB each, 108 multiprocessors each, with CUDA Capability: 8.0. The
timing for growing number of training points is presented in Figure 7

Fig. 7: RVPINNs approximation of the first and second problem, for 20×20 test
functions, for growing number of integration points for training (from 50× 50 =
2500, 100× 100 = 10000, 150× 150 = 22500, and 200× 200 = 400000.

We can conclude that the 50× 50 points are enough for both problems. For
the first problem we need 20,000 iterations, which takes less than 450 seconds, for
the second problem we need 40,000 iterations which takes less than 650 seconds.

7 Conclusions

Robust Variational Physics-Informed Neural Networks (RVPINNs) are a pivotal
advancement in addressing the inherent unrobust nature of Variational Physics-
Informed Neural Networks (VPINN). By recalibrating the VPINN loss function
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to provide a good estimation of the true error, RVPINN offers a more reliable
and comprehensive estimation of solution accuracy. In addition, it is critical to
implement in terms of tensor algebra in order to exploit GPGPU power during
training. A typical implementation in terms of for -type loops is inefficient in a
tensor workflow, such as in (R)VPINNs. Our tensorial implementation allows
for 18 times speed up in comparison to for -loop type implementation on a A100
GPGPU card from Google Colab. The future work may involve extension of the
method to other classical problems solved by finite element method [29, 30], and
including adaptive algorithms [31–34] for the test space.
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