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Abstract. In this paper, we propose a novel approach for crafting targeted ad-
versarial examples (attacks) using explainable artificial intelligence (XAI) tech-
niques. Our method leverages XAl to identify key input elements that, when
altered, can mislead NLP models, such as BERT and large language models
(LLMs), into producing specific incorrect outputs. We demonstrate the effective-
ness of our targeted attacks across a range of NLP tasks and models, even in
scenarios where internal model access is restricted. Our approach is particularly
effective in zero-shot learning settings, underscoring its adaptability and transfer-
ability to both traditional and conversational Al systems. In addition, we outline
mitigation strategies, demonstrating that adversarial training and fine-tuning can
enhance model defenses against such attacks. Although our work highlights the
vulnerabilities of LLMs and BERT models to adversarial manipulation, it also
lays the groundwork for developing more robust models, advancing the dual goal
of understanding and securing black-box NLP systems. Through targeted adver-
sarial examples and SHAP-based techniques, we not only expose the weaknesses
of existing models but also propose strategies to enhance AI’s resilience to de-
ceptive linguistic input.
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1 Introduction

Adversarial Examples (AE), known also as adversarial attacks, are considered to be one
of the most important obstacles to the further development of advanced deep learning
methods and the implementation of trustworthy Artificial Intelligence (AI). Although
tens of thousands of papers have been presented on this topic over the last decade, many
AE issues in the field of Natural Language Processing (NLP) still seem underinvesti-
gated. In this paper, we show that by using relatively simple methods of Explainable
Artificial Intelligence (XAI), we are able not only to confuse the language model by
constructing a wide class of various AEs but also to conduct a targeted attack. We
can force the system to provide a pointed, specified (incorrect) answer. We refine at-
tack strategies to control output classes across various NLP tasks. Beyond traditional
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transformer-based classifiers (BERT [6]]), we also explore vulnerabilities in Large Lan-
guage Models (LLMs) including ChatGPT and OpenChat [19]], focusing on zero-shot
learning scenarios.

Our main contributions are the following. We demonstrate a novel targeted attack
method that requires only a small number of examples to mislead the model. The meth-
ods we propose are effective even with restricted knowledge of the model. That is, we
do not require access to the model weights, making our approach applicable to mod-
els accessible through APIs, such as ChatGPT. We also examine mitigation strategies
for BERT model, showing that standard fine-tuning and adversarial training can effec-
tively defend against such attacks. Our findings contribute to both understanding and
improving the security of black-box NLP models. In general, our result can be seen
as an argument for the weakness of language models (in particular LLMs) facing AE.
On the other hand, it seems that our results can also contribute to the building of more
robust language models.

2  Our Approach and Related Work

Our work concerns the security of language models (esp. LLMs), explainable artifi-
cial intelligence (XAI), and so-called adversarial examples (AE). Each of these three
areas has many thousands of relevant works and has already spawned numerous meta-
surveys, so it is difficult to even list most important related works. Due to space limi-
tations, in the following, we mention only the most important works and some results
closest to our findings presented in this paper.

AE are carefully modified inputs to Al models that cause their incorrect/dangerous
responses. In the current form they have been introduced in the seminal paper [16].
However, similar concepts have been explored earlier (e.g. [2]). Since AEs are con-
sidered to be one of the most serious threats to building trustworthy Al systems, tens
of thousands of papers have been written on them in recent years. Most of them can be
found in a constantly updated list [5] currently containing several thousand works. Nev-
ertheless, few works have been written on AE for LLM and language models in general.
The work [10] from a few years is the first paper to present AE in LLMs. An interesting
approach to crafting AEs was proposed in [17]. This method allows generating a much
richer class of AEs (compared to previous algorithms) in a semi-automatic model (with
a human in the loop). An overview of security threats in LLMs, with a particular focus
on AEs from a different perspective, can be found in [L1]. Several works have shown
that AEs are one of the main reasons for limiting LLMs in a number of applications
where reliability is critical (i.e. [[1]]).

One of the key ideas behind the targeted attacks presented in this paper is to leverage
XAI methods to generate effective adversarial examples. In our approach, explainabil-
ity techniques are used to identify the most crucial elements of the input that influence
the system’s behavior. These elements are then modified in various (potentially subtle)
ways to achieve the desired outcome with a sufficiently high probability in practice.
To our knowledge, the connection between XAl and adversarial examples was first
identified in [[7], where the authors hypothesized a deep relationship between model ex-
plainability and adversarial examples. In [9], the authors demonstrated that the widely
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used game-theoretic SHAP method [13] can be used to mitigate adversarial attacks. On
the other hand, the work [22] shows that AEs can be used to effectively manipulate
SHAP scores and extract sensitive data. Similar results for manipulating LIME-based
explanations ([15]]) of text classification can be found in [4].

In the context of LLMs, significant research has focused on "jailbreaking" ([20]),
i.e., techniques for extracting restricted content from a model, such as instructions for
potentially harmful actions public safety. The study in [23]] shows that jailbreak attacks
can be effectively automated and, more surprisingly, exhibit a degree of transferability
between models. Other important works include [21]], where general mechanisms of
protection against jailbreak attacks are considered. Although jailbreak can be seen as
a form of adversarial attack, it remains unclear how these methods could be applied to
the LLM classification problem explored in our work. Recent efforts have specifically
targeted adversarial prompt generation to induce harmful behaviors in LLMs. Much of
this research highlights potential risks or proposes mitigation strategies, such as output
filtering ([18]) or modifying training data to reduce vulnerabilities ([12]]). Only a few
studies have attempted to explain the underlying mechanisms that enable these attacks.
A notable finding is presented in [20], where the authors identify competing objectives
and mismatched generalization as key factors contributing to the existence of adversar-
ial examples in LLMs.

Our work is most closely related to [8]], which explores methods to effectively find
adversarial examples using SHAP functions. In particular, in the current paper we also
make extensive use of SHAP. However, the key distinction is that our focus is on tar-
geted attacks, specifically constructing adversarial examples where the incorrect output
follows predefined properties (for example, ensuring that an element from class A is al-
ways misclassified as B). Naturally, this constraint limits the generation of adversarial
examples and requires a different methodological approach. Moreover, we have imple-
mented the proposed methods in state-of-the-art NLP solutions, specifically LLMs.

3 Methods

The goal of the proposed method is to execute targeted attacks, forcing the Al system
to produce a specific, predefined (incorrect) response. To achieve this, we utilize dif-
ferentiated ranking lists to steer the attack toward designated classes. By manipulating
importance-based rankings (obtained by the SHAP method), we can precisely influ-
ence the attack trajectory, enhancing control over the final output of the model. This
refined approach enables the generation of more precise adversarial examples, making
it particularly effective for tasks that require class-specific misclassifications.

Let R4 = {(w, Sa(w))} and Rp = {(w, Sp(w))} be the ranked lists of tokens w
with their corresponding SHAP importance scores S 4 (w) and Sp(w) for classes A and
B, respectively. To execute a targeted adversarial attack aimed at shifting the prediction
from class A to class B, we compute the differential importance score for a token w as
AS(w) = Sa(w) — Sp(w). The resulting list is defined as R4_,p = ((w, AS(w)) |
w € Ra U Rp) sorted in descending order with respect to AS(w). This ranking high-
lights tokens that are highly influential for class A while minimally supporting class B,
making them ideal candidates for modification. Intuitively, if S4(w) >= Sp(w), the
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token w supports class A and is prioritized for alteration. If Sp(w) > S4(w), mod-
ifying w is less favorable as it already aligns with the class B. Using tokens with the
highest positive AS(w), the attack effectively reduces the influence of class A while
steering the model toward class B.

3.1 Computing Importance for LLM

Prompt: Classify sentence into one of the following classes O - cat, 1 - dog.
Return only a single digit related to class:
<Text>

Text: A dog is barking, a cat is meowing, a cow does muu.

Result:
Class cat: ~ Aldog isb@Ring, al@@ isimoewing, a cow does muu
Class dog: A @88 is'b@iBing, aléat is moewing, a cow does muu

Fig. 1: Classification example. SHAP results for GPT-40-mini, shows the local impor-
tance of each token for the respective classes. Red indicates higher importance, while
blue represents lower importance.

To compute token-level importance scores for LLMs, particularly those accessible
via API, we employ a modified SHAP-based approach tailored for black-box settings.
We begin with a text sample and a corresponding prompt crafted to guide the LLM’s
response. Consider the example from Figure|T]

To compute SHAP values for individual tokens, we modify only the input text (us-
ing any tokenizer) while keeping the prompt constant. Each modified version is then
sent to the remote LLM using OpenAl API. The model needs to return two things: a list
of tokens and log probabilities (Logprobs) for its generated outputs. These log proba-
bilities can be converted into standard probabilities, allowing us to assess how changes
in the text influence the likelihood of each class. In binary classification tasks, we con-
centrate on the top-n = 2 most relevant tokens. This approach enables us to calculate
Shapley values by observing how the removal or alteration of specific tokens affects the
model’s predictions. If the returned token does not correspond to any predefined class
label, it is simply excluded from the explanation process.

3.2 Attack Methodology

To investigate the behavior of large language models (LLMs) under adversarial condi-
tions, we adapted the attack methodology from [8]], incorporating explainable AI (XAI)
techniques to test the models. The original approach leveraged SHAPIley value-based
global explanations (computed on a separate dataset split) to identify the most influen-
tial parts of the victim text for classification. Additionally, we employed the following
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text-disrupting methods:

— WordNet-XAI, which replaces selected words in the text with their synonyms re-
trieved from plWordNet. Candidate synonyms are further filtered based on cosine
similarity, computed using FastText [3]] word embeddings. Only candidates with a
similarity score that exceeds the threshold €, (set to 65%) are considered for sub-
stitution.

— WordNet-XAI-CharDiscard (WordNet-XAI-ChD), which introduces perturbations
by randomly deleting letters from a word w; with a given probability p (set to
0.4%).

The candidate attack sentences, after applying the substitutions, are filtered based on
a cosine similarity threshold e (set to 95%), using sentence embeddings generated by the
Sentence Transformer [14]]. For LLM evaluation, a zero-shot prompting approach was
chosen. Furthermore, the original class labels were represented as digits (see Figure/[I)),
allowing the extraction of SHAP values from the models. The results presented were
obtained using the same algorithmic parameters as those in [8].

4 Results

Table 1: The characteristics of the dataset used: language of the dataset, number of
labels, sizes of dataset parts, average length of the texts in words. All datasets and their
parts are balanced.

Dataset ‘Lang‘No. of classes‘Train size‘Test size‘XAI size‘Aver. len
AG_News| EN | 4| 120,000/ 6,840 100 38
Wiki_PL | PL | 4| 801|  358| 40| 186

In reported experiments, we tested the BERT model, which we trained for straight-
forward text classification. Furthermore, we compared its performance with classifica-
tion results from the OpenChat and GPT-40-mini models using a zero-shot learning
approach. The LLM prompts followed the structure illustrated in Figure [2] This figure
demonstrates that even minor modifications to a sample can sometimes be enough to
mislead these classifiers. Moreover, it highlights that the constraints imposed on the
generation methods ensure that the modified samples remain highly similar to the orig-
inal ones.

Table |1| provides a summary of the datasets used in our study, namely AG_New
and Wiki_PI_El Each dataset contains four distinct classes and has been divided into

! http://groups.di.unipi.it/~gulli/AG_corpus_of_news_articles.html
Zhttp://hdl.handle.net/11321/216
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Prompt: Classify sentence into one of the following classes:

0: Articles related to international events, global news, and world affairs. This category in-
cludes stories on political events, international conflicts, diplomacy, and relations between
countries.

1: This category includes news related to sports events, athletes, match outcomes, develop-
ments across various sports, as well as updates on teams and sporting events.

2: Articles in this category cover financial, economic, and market-related news. It includes
content on companies, market trends, investments, financial matters, and economic topics.
3: Articles focused on science and technology news. Topics include new technologies, sci-
entific research, discoveries, and trends or innovations in fields such as medicine, IT, com-
puters, and beyond.

Return only a single digit related to class:

<Text>

Text: Panel Urges N.Y. to Pay $14 Billion More for City Schools Court appointed referees
recommended the state — commonwealth pay an additional $14 billion over four years to
improve New York City schools.

Result: 0 — 2

Fig. 2: Example of successful directed attacks for AG_News classification (Test set)
using GPT-40-mini model, achieved by altering just a single word in the sentence. The
green indicates original form, the red one change after the attack. The importance score
of the word ’state’ is 0.021 for class "0" and -0.019 for class "2". The difference between
these values (0.04) makes it the best candidate for replacement in class "0" to class "2"
attack scenario.)

Table 2: Classification accuracy (ACC) for Wiki_PL and AG_News datasets. All
datasets are balanced across classes to ensure fair evaluation. The BERT model is
fine-tuned on the respective training sets, while OpenChat and GPT-4o0-mini perform
zero-shot classification using prompts that include natural language descriptions of each
class.

Dataset  [BERT ACC [%]|OpenChat ACC [%]|GPT-4o-mini ACC [%]
Wiki_PL 99.00‘ 99.00 99.00

AG_News 95.00 85.00 85.00

three subsets. The first subset is a training set, used primarily for fine-tuning the BERT
and OpenChat models. The second is a test set, which serves both for evaluating classi-
fier accuracy and for executing adversarial attacks. Finally, the third subset, referred to
as the XAl set, comprises a smaller sample of the data and is used to generate word-level
importance rankings for modification purposes. The complete data processing pipeline
is depicted in Figure[3]

All datasets are approximately balanced, with only minor deviations in the number
of examples per class. Table 2| presents preliminary classification results for each of the
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Dataset
Y \ 4 \ 4
Train Test XAl
Y
Ranking
Generation
Y
Adversarial
Examples <
Generation

Fig. 3: General data flow used in the experimental setup. The original dataset is split into
three parts: training data for fine-tuning BERT classifier, test data for evaluation (used
also for OpenChat and GPT-40-mini), and data used for generating explanations via an
XAI method. The XAI component produces feature importance rankings, which guide
the Adversarial Examples Generation module. This module uses the ranked features to
create targeted perturbations on the test set, resulting in adversarial examples used for
robustness evaluation of the models.

examined methods. As can be observed, all approaches achieve satisfactory accuracy
scores, confirming their general effectiveness in tackling the classification task.

We began with a standard adversarial attack, where the goal was to alter the classi-
fication to any other class. This is illustrated in Table [3] In particular, attention should
be paid to the results of methods applied to the XAl subset. These results demonstrate
how an attack would perform on samples where we had prior information (the ranking
remains global, averaged across the samples in the XAl subset). It is likely that slightly
better results could be achieved by using the importance scores computed for individ-
ual samples. Although the data sets are not very large, they reveal that at least some of
the samples are vulnerable to the attack (1% for the AG_News data set and 2.5% for
Wiki_PL). Using the same rankings, we performed attacks on the test subsets. The re-
sults show a high effectiveness of the attacks, with the most successful method being the
simple removal of characters from individual (most important) words. A slightly more
sophisticated approach, replacing words with synonyms, also yields satisfactory results.
An interesting observation is that methods based on LLMs seem to be effectively resis-
tant to attacks for the Polish language. However, this is associated with the very high
confidence of these models in basic classification tasks. Tables [ and [3 illustrate the
effectiveness of both targeted and untargeted attacks. Comparing these values allows
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Table 3: Results of adversarial attacks. The WordNet-XAI method replaces important
words with their synonyms, while WordNet-XAI-ChD introduces noise by randomly
deleting characters from relevant words. BERT results are taken from [8]. The Open-
Chat and GPT-40-mini results are based on zero-shot classification. An attack is con-
sidered successful if the model’s prediction changes from a true positive to any other
class.

Attack type Dataset  |Part |Success % |Success %| Success %
BERT | OpenChat |GPT-40-mini
WordNet-XAI AG_News|XAI 4.00 10.00 11.00
WordNet-XAI-ChD|AG_News | XAI 2.00 10.00 13.00
WordNet-XAI AG_News |Test 227 7.44 7.65
WordNet-XAI-ChD|AG_News | Test 2.99 7.85 7.69
WordNet-XAI Wiki_PL | XAI 5.00 7.50 5.00
WordNet-XAI-ChD|Wiki_PL |XAI 20.00 12.50 12.50
WordNet-XAI Wiki_PL |Test 1.68 0.00 0.28
WordNet-XAI-Chd |Wiki_PL |Test 10.89 0.28 0.84

us to evaluate how well the proposed method directs the attacks. The only case where
the method did not perform as expected was AG_News A -+ B, likely due to the strong
separation between these classes. For the Wiki_PL dataset, we expected that targeted
attacks, designed to highlight key modifications, would be more effective in misleading
the model. However, our results indicate that the small changes introduced in the sam-
ples were insufficient, as successfully deceiving the model would require significantly
larger alterations, making the modifications more noticeable to the reader. Additionally,
it is important to consider that LLM models have probably encountered articles from
this dataset in multiple languages, given that the data originate from Wikipedia.

Fine-tuning models on adversarially altered samples is a promising strategy for
mitigating the impact of attacks. We successfully fine-tuned BERT, which led to im-
proved results, although its performance declined slightly when using the character
removal method. For OpenChat, Supervised Fine-Tuning (SFT) can be employed, and
when executed properly, it should yield better results by adapting the model to a spe-
cific task. However, training such models is highly resource intensive, and performing
SFT correctly presents challenges, particularly since task-specific specialization can
degrade performance in other areas. A more efficient and cost-effective approach may
involve detecting modifications before inputting the data into the LLM, thereby reduc-
ing the need for extensive fine-tuning. The classification stability of BERT remained
unchanged after fine-tuning on the perturbed Wiki_PL dataset. Regarding adversarial
attacks, the model showed increased resistance to WordNet-XAlI attacks (0.28% suc-
cess rate), likely due to its exposure to synonym substitutions during training. However,
it struggled more with character removal attacks (7.54% success rate). This is because
once a word is altered, it undergoes different tokenization and the modified tokens in
the test data may not align with those seen during training.
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Table 4: Success rates of directed adversarial attacks on a BERT-based classifier.
The WordNet-XAI method generates adversarial examples by replacing semantically
important words with their synonyms using the WordNet. The WordNet-XAI-ChD
method applies additional perturbations by randomly deleting characters from those
important words. The notation A » B indicates an attempt to intentionally change a
sample originally and correctly classified as class A into being misclassified as class B.
Mean success rates are reported for each scenario.

Method ‘Attack type ‘Dataset ‘A +BA-CA-D ‘Mean
Taracied | WordNet-XAI 228 234 24 |234
& WordNet-XAL-ChD|, -\ | 275 345 2.75 | 2.98
Untaracted| WOrdNet-X Al W81 0.94 076 053 |0.74
£ WordNet-X AI-ChD 146 158 0.7 |1.25
Tarected | WOrANEt-XAI 444 222 2221296
& WordNet-XAL-ChD| . o | 667 6.67 8.89 | 7.41
Untaracied| WOrdNet-XAI = 10.00 000 1.11]037
Mgl WordNet-X AI-ChD 111 0.00 1.11]0.74

Table 5: Success rates of directed adversarial attacks on large language models (LLMs):
OpenChat and GPT-40-mini. The WordNet-XAI method generates adversarial exam-
ples by replacing semantically important words with their synonyms using the Word-
Net. The WordNet-XAI-ChD method applies additional perturbations by randomly
deleting characters from those important words. The notation A + B indicates an at-
tempt to intentionally change a sample originally and correctly classified as class A
into being misclassified as class B.

Openchat GPT-40-mini
Method  |Attack type Dataset A>BAsC A»D‘Mean A>BAsC A»D‘Mean
Tarected | WOrANEEXAI 275 2.57 2.51]261]3.10 3.04 298 |3.04
& WordNet-XAI-ChD| -« 310 310 327 |3.16|2.92 339 327|3.19
Untaracted| WordNet-XAI - 374 2.87 1.35]265[3.16 322 1.17|2.52
E°°C WordNet-X AI-ChD 433 3.04 1.64(3.00]4.09 3.10 146|288
Tarecteq | WOrdNet-XAI 0.00 1.11 0.00 | 0.37]0.00 0.00 0.00 |0.00
& WordNet-XAI-ChD| (o o | 111 0.00 111 [0.740.00 0.00 0.00 | 0.00
Untaracted| WOrdNetXAI M 10.00 0.00 0.00]0.00]0.00 0.00 0.00 | 0.00
£ WordNet-X AI-ChD 0.00 0.00 0.00 | 0.00 | 0.00 0.00 0.00 | 0.00

5 Conclusion

In this study, we demonstrate that insights derived from explainable artificial intelli-
gence (XAI) can be leveraged to craft targeted adversarial attacks on natural language
processing models operating under black-box constraints. By observing the attribution
scores returned by local explanation methods, we are able to focus on the input frag-
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ments that matter most to the classifier and subsequently adjust them with minimal
effort.

Our experiments show that inconspicuous edits can alter predictions even for LLMs
such as GPT-40-mini. Furthermore, a brute-force search can produce up to 500 times
more candidates to be tested, and an XAl-driven strategy achieves similar success with
far fewer queries. Targeted attacks are shown to be more effective than untargeted ones,
highlighting the practical value of explanation-guided evaluation in real-world settings.

The results indicate that models such as BERT and OpenChat, although demon-
strating promising performance in classification tasks, remain susceptible to adversarial
attacks. In the context of targeted attacks, we found that all the analyzed models can
be manipulated with subtle modifications. The effectiveness of these attacks varies; the
removal of random characters has proven to be more effective, whereas other methods,
such as synonym substitution, demonstrate greater robustness. This suggests that while
targeted attacks are possible, they depend heavily on specific circumstances. Further-
more, using local explanation methods, we can identify key features that contribute to
these vulnerabilities and potentially reduce the impact of such attacks.

Importantly, local explanation techniques expose tokens that contribute most strongly
to model decisions. Knowledge of these fragile anchors can be used to both intensify
attacks and design defenses. Future research should therefore explore mitigation strate-
gies such as adversarial training, input sanitization, or confidence calibration that reduce
vulnerability without eroding predictive accuracy.
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