Quantifying Similarity: Text-Mining Approaches
to Evaluate ChatGPT and Google Bard Content
in Relation to BioMedical Literature

Jakub Klimczak!? and Ahmed Abdeen Hamed?

! Faculty of Computer Science, AGH, Kawiory 31, 30-055 Cracow,
["jklimczak@student.agh.edu.pl"]
2 (Clinical Data Science — Network Medicine and AI, Sano Centre for Computational
Medicine , Nawojki 11, 30-072 Cracow, ["a.hamed@sanoscience.org"|

Abstract. The emergence of generative Al tools, empowered by Large
Language Models (LLMs), has shown power in generating content. The
assessment of the usefulness of such content has become an interesting
research question. Using prompt engineering, we assess the similarity
of such contents to real literature produced by scientists. In this ex-
ploratory analysis, we prompt-engineer ChatGPT and Google Bard to
generate clinical content to be compared with medical literature, and we
assess the similarities of the generated contents by comparing them with
biomedical literature. Our approach is to use text-mining methods to
compare documents and bigrams and to use network analysis to check
the centrality. The experiments demonstrated that ChatGPT outper-
formed Google Bard in different similarity and term network centrality
methods, but both tools achieved good results compared to the baseline.
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1 Introduction and Related Work

In 2022, our world witnessed an epic event an OpenAl launching pre-trained,
and transformer-based Large Language Model. The tool is known to be conver-
sational, generative, pre-trained, transformer-based, and hence its name [2]. The
creation of ChatGPT started a new phenomenon in the IT world and implies
the appearance of a lot of new models, with various architectures, like Google
Bard with PaLM [1]. ChatGPT is known for its capability to receive prompts
in natural languages. It also provides the human language responses [11]. LLMs
can process extensive amounts of text for tasks such as translation [12], question
answering, and content generation [4]. LLMs are used in health and biomedicine.
Thirunavukarasu et al. describe usages of LLMs in medicine [16], such tools are
very popular as chatbots in the biomedical domain, but with mixed results. A
different case is dental medicine [5]. Eggmann et al. describe LLMs as a tool
for finding and extracting information from giant amounts of medical data and
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structuring medical Electronic Health Records (EHR). One promising direction
is the Clinical Decision Support System. Scientists experiment with using LLM
in such systems. Singhal et al. introduced MultiMedQA [14], the benchmark of
medical questions to evaluate LLMs, as a tool that could be used in CDSS.

Before the launch of LLMs, and the generation of massive data, Real-World
Data (RWD) played a recognizable role in CDSS and diagnostic applications [3].
The Food and Drug Administration defined RWD as “data regarding the usage,
or the potential benefits or risks, of a drug derived from a wvariety of sources
other than traditional clinical trials* [17]. PubMed articles can also be RWD. We
think that LLMs can be a source of RWD and that checking their capabilities
to generate such data is important. It is reasonable to infer that the natural
language capabilities provided by generative Al could be used to build the next
CDSS. As aresult, researchers have explored their potential integration with such
systems [10]. LLMs tools are associated with a lack of credibility [7]. Scientists
point out a need for the detection of potential harms [8] of the generated data.
The users of those tools confuse such responses for truth without questioning the
harm. There are a lot of new Al projects, focused on decision-making. Scientists
want to publish their system as fast as possible. Shortliffe claims, that despite
the decision making we should focus on the evaluation [13]. Here we deal with
the problem of initial verification. We are performing the exploratory analysis
to evaluate the similarity to real data. In the following sections, we describe in
detail the process for generating content that can be compared with articles.
Comparing real and generated data is a popular topic. Researchers are looking
for methods to detect and check the similarity of generated data [6].

2 Data

In this work, we use different datasets related to the prostate cancer topic:

(1) 10,000 biomedical abstracts, extracted from The PubMed web portal
using the search keyword: “prostate cancer treatment” which is our baseline of
comparison. PubMed contains science documents, but also clinical trials and re-
views, and all of these types of documents have summary abstracts. We obtained
the first 10000 abstracts of the most frequently cited.

(2) two generated datasets of 100 abstracts, received by prompt-engineering
ChatGPT and Google Bard. We used LLMs to produce documents similar to
PubMed abstracts (a random ID, a title, an abstract). LLMs use everything on
the internet, so these documents are in abstract format but have sources on the
whole internet. We have limited the amount of generated articles because, at the
time of the data collection, we did not have access to the APIs.

2.1 Large Language Models

The data generation process was performed in May and June of 2023. During this
time there were available versions of large language models: (a) ChatGPT-3.5
turbo - this is an upgraded version of the 3.5 version, with faster processing and
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response time. At the moment there is a newer version available: ChatGPT-4.0.
(b) Google Bard - experimental version of Google chatbot, the precursor of the
modern model: Google Gemini. The information about specifications and specific
subversion of the model is not accessible by the website, and it is impossible to
receive this information directly. The API provides such information and allows
one to choose one from a list of specific sub-models.

2.2 Prompt Engineering

This work aims to perform prompt engineering in ChatGPT and Google Bard
to generate content related to prostate cancer treatment. Algorithm 1 shows the
steps of the prompt engineering process to generate what we call real-world data.

Algorithm 1 Prompt-engineering for generating abstract-like documents

Require: The number n of simulated articles.

Require: The number w of words in each article.
[Content:] Generate a list of n real-world data reports with titles and abstracts.
[Specs:| For each abstract that contains three fields — GPT-ID, Title, and Abstract
— make it to m words.
[Specs:] Make the GPT-ID random, containing at most five letters and numbers.
[Format:] A valid JSON format returned as an array of valid JSON records.
[Topic:] Investigating prostate cancer treatment.

3 Methods

The abstracts are analyzed using text mining and network analysis. We have per-
formed two text mining methods (1) document similarity using the Cosine and
Jaccard similarity[15], (2) bigram frequency comparison with Term Frequency-
Inverse Term Frequency (TF-IDF) [9]. The network analysis methods are derived
from the bigrams forming networks that can be analyzed to compare modularity
and term centrality [18].

3.1 Text Mining Similarity Analysis

Following the step of generating the reports, we further compare the content
of both tools using traditional text mining. This includes: (1) comparing the
documents against other documents, (2) extracting and comparing bigrams of
words, and (3) constructing networks of bigrams with identifying novel links.
We conducted a comparison using random samples of documents against the
PubMed corpus. for the Document Similarity Analysis — we count the simi-
larity between real medical abstracts and the reports that were generated using
LLMs. We are looking for the most matching pairs of generated-real articles.
For this task, we used two metrics: (1) the Cosine, and the Jaccard. On the
other hand, in Bigram Analysis we use bigrams. Bigram is a sequence of two
next elements in the text, usually composed of letters, syllables, or words. For

ICCS Camera Ready Version 2024
To cite this paper please use the final published version:
DOI] 10.1007/978-3-031-63775-9_18 |



https://dx.doi.org/10.1007/978-3-031-63775-9_18
https://dx.doi.org/10.1007/978-3-031-63775-9_18

4 Klimczak, Hamed

example, the following words are bigrams: (’prostate cancer’; 'cancer cells’). This
measures the frequency similarity of bigrams extracted from literature and doc-
uments generated by generative Al tools. Bigrams can be used for the creation
of graphs, that offer a model that can be used to explore topology and struc-
tural property. Here, we use the TF-IDF method with the different datasets of
bigrams to count the importance of bigrams within the documents. In each case
we are comparing also PubMed to PubMed articles, to use it as a baseline to
interpret results. These Cosine and Jaccard methods are syntactic, they com-
pare the structure of the text, and the number of words. But they can be used
in other methods, to compare the semantic similarity. TF-IDF uses Cosine, but
it is semantic similarity. This statistical-based method counts the importance of
words in the text.

3.2 Networks Analysis

Bigrams can construct interesting networks that can be analyzed for their topol-
ogy properties. The common words act as a linking node to connect more than
one bigram. These approaches enable us to dissect the structural relationships
in different terms in the generated and real data. Bigram networks are a popular
approach for text analysis [7]. Such networks can be used in various tasks, includ-
ing text classification, sentiment analysis, pattern recognition in text, and topic
modeling. We select the top 50 most frequent bigrams from the entire corpus
of documents from PubMed, ChatGPT, and Google Bard and build the bigram
networks as rigorous models of comparison. The type of analysis we present is
degree and closeness centrality as common measures that demonstrate the dif-
ferences. The degree presents how many connections a specific unigram (word)
has in the graph [19]. The closeness presents how close a given word is to all
others in the same graph [19]. By comparing centrality metrics across different
data sources, we can get valuable knowledge about similarities and differences
in the texts. Centrality comparison allows to comparison of semantic relations
between words in the text.

4 Results

We performed similarity experiments to measure the similarity of LLMs data and
a sample of PubMed documents with PubMed article abstracts. We performed
experiments on different dataset sizes (10, 25, 50, 75, and 100).

4.1 Document Similarity Analysis

We use two different methods to compare document similarity : (1) Cosine sim-
ilarity, and (2) Jaccard similarity. Table 1 shows the result of the scores.
Results in table 1 show that the average cosine similarity scores for this
method are very high, between 32-38 % for both solutions. ChatGPT shows
more similarity than Bard. ChatGPT’s similarity is around 35-38 %, and Bard’s
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Table 1. Combined Analysis Results

Document Similarity Bigram Analysis Centrality

Size Source Cosine Jaccard TF-IDF Degree Closeness
10 Bard 0.3435 0.1954 0.3999 0.0349  0.1618
GPT 0.3802 0.2286 0.4182 0.0256  0.0471
Pubmed 0.7683 0.1711 0.3524 0.0264  0.0590
25  Bard 0.3389 0.1914 0.40473 0.0392  0.1640
GPT 0.3604 0.2139 0.44100 0.0273  0.0633
Pubmed 0.8801 0.1914 0.3512 0.0219  0.0608
50 Bard 0.3336 0.1873 0.37391 0.0483  0.2223
GPT 0.3612 0.2157 0.46699 0.0250  0.0456
Pubmed 0.8804 0.1978 0.3636 0.0219  0.0461
75 Bard 0.3205 0.1775 0.3814 0.0505  0.2415
GPT 0.3595 0.2147 0.4556 0.0250  0.0484
Pubmed 0.8681 0.1956 0.3441 0.0256  0.0744
100 Bard 0.3202 0.1775 0.36766 0.0425  0.1821
GPT 0.3531 0.2093 0.42217 0.0286  0.0829
Pubmed 0.8421 0.1833 0.3217 0.0264  0.0722

average similarity is around 32-34 %. In the plot 1) we can see the trend, that
for every sample, the average similarity score is higher for ChatGPT.

The Jaccard analysis is performed with a word-bag representation of text,
that counts the number of common words. The similarity is not so high, but
the generated texts are shorter. The average scores (table 1 are hovering around
18-23 %. This result indicates a good connection between the generated and real
data. ChatGPT shows more similarity in average scores, than Bard. ChatGPT’s
similarity is around 21-23 %, and Bard’s average similarity is 17-19 %. Plot
2) demonstrates the advantage of ChatGPT. The similarity between a random
sample of PubMed articles with the whole dataset is at a similar level, between
ChatGPT and Google Bard.
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4.2 Bigram Similarity — TF-IDF Bigram Frequency Analysis

Both ChatGPT and Bard, show a meaningful level of average similarity (image
3), hovering around the 37-47 % mark. This shows a visible connection between
the RWD generated by these models and existing medical research from sources
like PubMed. The 3 plot shows that the difference is bigger with a bigger sample
of documents. With this method, values of similarity between the PubMed sam-
ple and the whole PubMed corpus are a little lower in comparison to ChatGPT
and Google Bard. That also speaks for the good quality of generated data.

4.3 Bigram Networks Analysis

The degree centrality (plot 4), shows a structural similarity between the
PubMed and ChatGPT. Bard exhibits much higher values. This suggests that
ChatGPT’s values are closer to PubMed’s. ChatGPT and PubMed centrality
have prevalent degree centrality, between 0.02 and 0.03, and Bard is between
0.035 and 0.05. The closeness centrality (plot 5), shows a correlation between
PubMed and ChatGPT. Bard has higher values, and ChatGPT’s values are close
to PubMed, showing that the networks are more similar. PubMed closeness is
between 0.05 and 0.08, and for ChatGPT is between 0.05 and 0.89, for Google
Bard it is between 0.16 and 0.24. The numbers support ChatGPT’s better fit.

Degree Centrality of Bigram Networks Closeness Centrality of Bigram Networks

aaaaaaaa
e Bard 5 TG 34 bmed e Bard e CHAIGET 54 b

Fig. 4. Degree centrality of Fig.5. Closeness central-
networks of bigrams ity of networks of bigrams

5 Summary and Discussion

We presented a text-mining and network analysis approach to count the sim-
ilarity between generated and real biomedical data. With random samples of
documents, we observed that ChatGPT scored a closer similarity than Bard.
This analysis in three different measures favors ChatGPT over Google Bard.
The network analysis offers us another field to compare the similarities. The re-
sults of the experiments show that ChatGPT graphs exhibit closer similarities in
structure and centrality. Table 2 shows top bigrams. We observed that ChatGPT
offered 7, and Google Bard offered 3 bigrams that overlapped. While both LLMs
have “prostate cancer” as the first bigram, they vary in the rest of the common
bigrams. The “cancer patients” which was 7 in PubMed is 4 in ChatGPT. The
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“quality life”, which was 11 in PubMed is 5 in the ChatGPT dataset. This could
indicate that ChatGPT was trained on data related to patient wellness, while
PubMed data is more about the clinical aspects of the diseases.

Rank PubMed Bigrams GPT Bard Rank PubMed Bigrams GPT Bard

1 prostate cancer 1 1 7 cancer patient 4 47
2 radiation therapy 8 - 8 specific antigen — -
3 radical prostatectomy 28  — 9 external beam  — -
4 localized prostate 32 - 10 free survival 43 -
5 prostate specific — — 11  quality life 5 44
6 androgen deprivation — - 12 patient treated - -

Table 2. Bigram ranks in Pubmed and generated datasets

6 Conclusions and Future Directions

Gathering new datasets related to various diseases is one of the directions to
further study. These results are within the scope of “prostate cancer”, but there
is a need to check other domains (e.g., diabetes, depression, cardiovascular) and
newer models. For ChatGPT, we used version 3.5 (not 4.0), and for Google
Bard, we used the version before Google Gemini, which now empowers Google
Bard. Different benchmarks show that there is a huge difference between models
and their successors. We are aware that such LLMs are black boxes and we
do not know the details of them. Due to that future work will include testing
such models in answering clinical questions, with MultiMedQA [14]. This popular
benchmark is often used to test the quality and progress of new language models.
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