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Abstract. Decision support systems in the medical domain is budding
field that aims to improve healthcare and overall recovery for patients.
While treatment remains specific to individual symptoms, the diagno-
sis of patients is fairly general. Interpreting the diagnosis and assigning
the appropriate care treatment is a crucial part undertaken by medical
professionals, however, in critical scenarios, having access to recommen-
dations from a clinical decision support system may prove life-saving. We
present a real-world application of inverse reinforcement learning (IRL)
to assess the implicit cognitive state of doctors when evaluating decision
support data on a patient’s risk of acquiring Type 2 Diabetes melli-
tus (T2DM). We show the underlying process of modelling a Markov
Decision Process (MDP) using real-world clinical data and experiment
with various policies extracted from sampled trajectories. T The results
provide insights into the approach to modelling real-world data into in-
terpretable solutions via IRL.

Keywords: Inverse Reinforcement Learning - Markov Decision processes
- Decision Support systems - Clinical decision making - Diabetes mellitus

1 Introduction

The medical sector has forever been one of the most vital industries in the world
with a fragile margin of error. From mild cases to severe, diagnosis and selection
of appropriate treatments are key to the patient’s recovery. While accuracy and
precision are key characteristics that healthcare professionals strive to possess,
in many cases, they face crucial situations where a diagnosis or opinion falls
short causing unforeseen circumstances. Most often a group of doctors consult
together and decide on an appropriate course of action but this cycle eventu-
ally gets modulated over time (i.e. due to data scarcity, lack of experience etc).
Decision support systems (DSS) have taken up the role of providing a layer
of confidence and trust for decision-makers to take necessary actions. Despite
being moderately used in the medical domain and under an experimental sta-
tus, the use of Clinical decision support systems (CDSS) has widely increased
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to incorporate it into general practice. The current state of CDSSs allows pro-
fessionals to feed data (present and historical) and evaluate the best possible
scenarios, optimal solutions, risk conditions and many such parameters that can
be fine-tuned to provide the matching recommendations respective to individual
patients. However, one of the main features that it lacks is the ability to assess
situations as humans do. The underlying impact such as social leverage over fear
of treatment can be overruled via CDSS. Understanding the way a human views
a situation is complex and varies widely based on each activity [4]. Replicating
the cognitive state during an activity via traditional reinforcement learning (RL)
methods [I4] is tedious and extremely demanding. Hence, learning by observa-
tion proves to be a more efficient way of modelling the human mind’s cognitive
state. Within our work, we provide such a case of modelling the human cognitive
state where medical professionals interpret true patient information and predic-
tion data from a diabetes prediction model, to assess if a patient will have Type
2 Diabetes mellitus (T2DM). This data is further evaluated by doctors according
to their level of perception, understandability, agreement and usability.

Using Inverse reinforcement learning (IRL), we have modelled and extracted
the underlying reward functions based on optimal policies that describe the
cognitive state of the doctor and the strategy during the evaluation of patient
and prediction model data. We demonstrate the use of Linear IRL using Markov
decision processes (MDPs) and provide a basic outlook of apprentice learning
using cyclic MDP environments. Our results and investigation provide insight
and foundational results to approach IRL and MDPs using expert trajectories
from real-world data. Further, we provide early results of complex models for IRL
policy extraction using expert trajectories and possible frameworks to interpret
reward functions and policies to scenarios.

The remaining part of the paper is structured as follows: section 2 describes
the background and related works on IRL and MDPs. Section 3 is the method-
ology where we elaborate on modelling our MDP and the IRL setup. Section 4
is the results section where the generated simulations are investigated and its
features elaborated. Section 5 is the discussion and Section 6 is the conclusion.

2 Related works

Learning a task is a process of discovering the outcome after taking a sequence of
actions to fulfil an objective. There can be instances when certain actions lead to
swift fulfilment of the objective while other approaches might not be conclusive
at all. We can view a majority of the day-to-day activities in the real world as a
reinforcement problem, where an environment with states, actions and outcomes
are defined to reach a certain goal. These activities have already been discovered
and documented where the stages ahead involve optimization and improvement
of the process itself. A simple example of tuning a guitar shows the effect of over-
tuning that leads the strings to snap while under-tuning leads to noise instead
of notes. By tuning the guitar to a certain scale, we obtain ideal sound notes
and can therefore produce music. However, in open-ended processes, the same
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cannot be said all the time. Training an autonomous car to mimic the behaviour
of a person is one of the most widely used examples to describe the complexity of
teaching the penalty, reward and justification for taking specific actions given a
situation [I1]. Other examples include flying aircraft, learning to play table tennis
[9] etc, the direct strategy to fulfil the goal is not explicitly defined yet, and the
outline of the problem and its rules are stipulated via observable behaviour of the
ideal scenario that is discovered [7]. IRL is aimed at resolving problems where
the complete do’s and don’ts are not provided by the user and all that remains
is a set of expert demonstrations of performing the task from which the ideal
behaviour, actions, ethics and rules can be defined by relatively modelling the
implicit strategy allowing replication of the behaviour to produce similar results
and therefore learning the process itself [2]. Further, from the data standpoint,
RL and supervised learning demand explicitly defined pathways and boundary
conditions to perform a task on par with humans, IRL stands out by learning
over demonstrations and therefore minimizes the initial effort of conditioning
the data and preparing the model itself. Depending on certain activities, IRL
algorithms can learn existing scenarios and collectively map newer pathways
which can prove to be a lucrative incentive in many medical decision making
situations where implicit and explicit factors play an interdependent role in
decision making. A simple example is the discharge of patient from a hospital
due to early recovery impacted by improving weather conditions, traditional
approaches may categorize such an occurrence as an outlier or a ”by-chance
occurrence” without investigating the underlying reasoning. IRL models may be
able to derive such relations, thereby, recommending actions often observed in
doctors behaviour.

In the community, one of the most common applications of IRL is the gird
world and shortest path problem. During our search we found only one such work
that provides insight into using IRL to assess human risk-taking characteristics
using real-world data [§]. Apprentice modelling [I] is an extension of full-fledged
IRL that can take advantage of the full extent of using expert trajectories to find
the best reward function and its matching policy relative to the actual process
over data. These results can then be interpreted and understood as the plausible
cognitive state space or process of taking actions by a human based on the incen-
tive they gain by reaching the final state. Therefore learning the process and its
etiquette while also trying to find an undiscovered pathway that may have been
overlooked by the human subject [I7]. The prospects of using imitation learning
are massive yet we believe the problem lies with modelling the data into appro-
priate state-feature spaces and MDPs. There may be instances where datasets
may not directly be modelled into an MDP without additional modifications or
modulations of state spaces. Within our work, we have shown such an example
of modelling data into an MDP without the need for modulation. Further, there
is also the conundrum of using RL to solve an IRL problem being less efficient.
An answer to this has been provided by the authors in [14] where they aim to
reset the learning trajectory of the IRL model such that follows the start state
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of the expert’s demonstration and avoids exploring all possible combinations in
the state space.

3 Modelling perceiving in clinical decision process with
CDSS interaction

In this section we define our approach to modelling our decision data for IRL
using MDPs as a baseline interpretation. We define notations that will be used
throughout the paper here forth.

A set of n (finite) expert trajectories Ep = {71;72;....7,} constitute to a
combination of state action combinations, defined via the following terms:

— S ={s1,589,....8, } is a finite set of all possible states the agent can take in
Er

— A={a1,as,....a,} is a set of actions an agent can taken in Er

— Tpa(.) are the state transition probabilities of moving to state s’ from s

upon taking action a, i.e. T'(s,a, s'), extracted from Er

v € 10,1) is the discount factor that dictates the weightage for long-term-

short-term reward strategy

— 7 is the policy function that defines the action to be taken in each state i.e.

(r:S—A)

7* is the optimal policy that defines the optimal actions to take in each

state such that the generated reward is maximum

— 7 ={(s0, a1, 51); (51,a2,52); ....(8Sn—1, an, $,) } is a trajectory describing one
complete iteration of the agent in the MDP (i.e. until it concludes or reaches
an end state)

Traditional RL involves finding the optimal policy of a problem using a de-
fined reward function. IRL is defined as the opposite where the reward function
is sought using the perceived optimal policy from a set of expert demonstrations.
When taking into account real-world scenarios of IRL i.e. using expert trajec-
tories, we assume that the experts’ actions in given trajectories are the optimal
behaviour to be followed. With this in mind, given a set of expert trajectories
Er, we assume there are n policies {7y, m2,...m,} that can generate maximal
rewards. We use the linear programming approach for IRL as described in [10]
to find the maximal reward function for assumed policy 7*. On finding the max-
imum reward, we iterate through the various policies possible from the data to
get a complete overview of reward functions existing within the expert trajecto-
ries. Simply put, we run RL inside IRL to find the reward function respective to
our assumed policies from the expert trajectories. Figure[I] provides an overview
of our setup for the simulation.

3.1 CDSS data

The dataset used here is from [6] where the authors have performed an exper-
iment to analyse the effect of having decision makers (e.g. doctors, physicians)
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M = Simulation flow
Define MDP W = General IRL flow

________ > Environment }

Inverse R

Reinforcement Learning _} ’
‘ (Linear IRL) Function (R)
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> Assumed Policy
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1

Fig. 1. A schematic overview of our IRL simulation setup where Er is the real world
experts trajectories from which the M D P environment and the policies 7 are extracted,
The M DP tuple is fed to the linear TRL algorithm which assumes optimal policy 7* to
be extracted from Er after which the reward function R is formulated. Our simulation
flow involves repeating the process of initialising the M D P respective to each subset
of data and all possible policies existing within Er

supported by information from a prediction model, a FINDRISK measure and
case-based explanation to assess the concurrent perceptional state through sub-
jective metrics. Through a survey, physicians were asked to assess the chances
of a patient encountering T2DM in the future based on the amount of data
presented in three alternative settings:

— Setting 1: From prediction model only
— Setting 2: From a FINDRISK scale and prediction model
— Setting 3: From an explanation, FINDRISK scale and prediction model

The physicians were provided with the patient’s basic information (age,
height, weight, BMI (body mass index), gender, blood, physical activity level,
blood sugar, heredity, arterial pressure) and one of three prediction settings.
Physicians were then asked to assess each setting with three subjective percep-
tion measures via a Likert scale from 1 (strongly disagree) to 5 (strongly agree),
Understandability denoting the level of interpretation of the information, Agree-
ment corresponding to the acceptance of the model’s prediction as per the data
and Usability reflecting the subsequent usage of the data in further diagnosis.
A total of 541 cases of patient assessment data were found to be usable for our
experiment.

3.2 Initializing MDP for CDSS data

From the CDSS data we model our MDP as a system of:

— S : 5 states = {End, Understandability, Agreement, Usability, Completion}
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— A: 2 actions = {Continue, Terminate}
— Tp: Transition probabilities of moving from state s to s’ extracted from Er
using the following strategy:

T N # of times (s — &' ) occurs in Ty (1)
s,a,8) =
P Total # of occurences in Tk

Given a trajectory 7 of a patient’s data evaluated by the physician, the MDP
is initialized in the state of understandability and takes an action to either con-
tinue or terminate the MDP based on the scored evaluation from the physician
respective to each state and metric. The decision to terminate or continue is de-
terministically relative to the doctors’ assessment via a threshold My. We have
introduced three thresholds for each measure to assess the impact of having
strict vs moderate evaluation criteria. Relative to the 1 - 5 Likert scale we have
selected thresholds of M7 = [2,3,4] to evaluate the changes in reward function
per policy over various settings of data. For a complete assessment, the MDP
should traverse through the states of understandability, agreement, and usability
to finally reach the completion state by taking action continue when the given
data for each measure is greater than the metric threshold M. Likewise, if the
condition is not satisfied, by taking action terminate the MDP reaches the state
of End. Figure [1| describes the MDP and its feature space.

Continue,  if [Understandability or Agreement or Usability] > Mry.
m(S) > A= , ‘ (2)
Terminate, otherwise.
s5=1 = Initial state of MDP - = Actions (A) = Chance node Q(S,A)
M - MDP End Start  (Understandabiltiy) = state (5) [l = Transition Probablity (Tp) [l = MDP Complete
$=0 §=2 §=3 S$S=4
(End) (Agreement) (Usability) (Complete)

contdy " und \ %7 Contd Ag L 5 contd use 5
Und —» Contd A3 —> Contd Use — Cortd Complete

Term
l s lTerm 25 lTerm 25

Und Ag Use
Term Term Term
/1 /1 1/1

Fig. 2. A visualization of our MDP adapted to CDSS data space. The MDP is initialised
in the state of understandability, within each state two actions Continue or Terminate
can be performed, Q(S, A) denotes the chance node and the probability of arriving in
state S’ on taking action A from which the transition probabilities Tp is extracted
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4 Case study: T2DM risk prediction perceiving

4.1 Simulating risk Prediciton using MDP

To model the risk perception from CDSS data, we first divided the collected
responses of physicians into 4 groups. The three settings as initialized in the
previous section and a combined version that holds trajectories of settings 1,2
and 3 together. Next, we set up the MDP as mentioned in the prior section
to simulate the flow of the feature space. The transition probabilities Tp were
generated using a self-created script [I] where, S and A correspond to the number
of states and actions in the MDP, 7,, = [Und, Ag, Use] is a tuple of metric scores
for a set of trajectories, My is a metric threshold that is used to generate the
transition probability using equation .

Algorithm 1: Calculation of transition probabilities
Data: S, A, set of n trajectories 7, = [Und, Ag, Use], Mr = [2,3,4]
Result: A matrix with size [S, A, S| with probabilities € [0, 1]
Feed individual settings data [setting 1, setting 2, setting 3, combined settings];
for n trajectories in T, do
iterate through each patient trajectory;
if 7,[Und] > My then
‘ # of A(Continue);, [wnqg+ =1;
else
‘ # of A(Terminate),,unag+ =1;
end
if 7,[Ag] > Mr then
| # of A(Continue),, (ag+=1;
else
‘ # of A(Terminate);,(ag+ =1;
end
if 7,[Use] > My then
‘ # of A(Continue),, s+ =1;
else
‘ # of A(Terminate),,(vse+ =1;
end

end
Using equation acquire the transition probability between [0, 1]

We used the linear programming approach to resolve the IRL function as im-
plemented in [3]. We fed the IRL algorithm a tuple (S, A, 7p, [7], Rmaz, ¥, L1)
the number of states S, actions A, transition probabilities Tp, a set of policies
7w = [my, ... 7s], a discount factor, maximum reward Rj,q., a discount factor
v and an L1 € [0,1] regularization value. The set of policies from our data
was defined based on the possible combinations of the MDP reaching the states
[End, Und, Ag, Use, Completion] over the threshold M. This results in eight
policies as shown in TabldI}
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Table 1. All combinations of policy 7 possible within our MDP space extracted from

our CDSS data

Case| Policy Understandability | Agreement| Usability
1 |0, 0, 0, 0, 0] Terminate Terminate |Terminate
2 |[o, 0, 0, 1, 0] Terminate Terminate | Continue
3 |[0,0,1,1,0] Terminate Continue | Continue
4 1[0, 1,1, 1, 0] Continue Continue | Continue
5 |[0, 1, 1, 0, 0] Continue Continue |Terminate
6 |[0,1,0,0,0] Continue Terminate |Terminate
7 1[0,0,1,0,0] Terminate Continue |Terminate
8 |[0,1,0,1,0] Continue Terminate | Continue

The resultant of the IRL algorithm is a reward function of specific weights
for each state respective to the policy. We chose our v value to be 0.9,a long-term
strategy, relative to predicting the patients’ assessment in the future and not in
the present state. When a smaller  value was selected we observed that reward
was only awarded in a policy where all three states had a continue action and the
state of Complete was reached, for other policies the reward was 0. This can be
attributed to having a short-term strategy of «. Similarly, our L1 regularization
value was also set to 0.9 as smaller values produced no plausible reward as

output.

Initialize MDP relateive to case 1, 2, 3 and Combined data case

4 )

Inverse
E M ol ¢ —_— Reinforcement Learning —3» A Re\g{ard R
nvironmen (Linear IRL) unction (R)
1
State space (S) 1
Actions (A) f 1
Transition probablities (TP) Policies 1

LA PN 7

- /

Fig. 3. Overview of the simulation process to extract reward function R for all possible
policies in a given data setting. The MDP is generated for each data setting (including
the transition probabilities Tp) after which the IRL algorithm is fed with MDP tuple
and a set of assumed optimal policies [7* = 7!, ....7%] over which the maximum reward
is extracted. The same process is carried out for other cases of data.

4.2 Inferring reward functions for trajectories

We initialized the MDP for settings 1, 2, 3 and a combined version. The transi-
tion probabilities Tp reflecting the physicians’ assessment for each setting varied
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as the level of data fed was different. This was also observed in the metric ratings
provided by physicians when filtered by threshold Mr. It was observed that set-
ting 1 consisting only of a model prediction data had the highest metric ratings
of all cases. Setting 2 adds one more level of information i.e. FINDRISK score,
notably the agreement metric for setting 2 was lower than the latter metrics,
this may be attributed to a steep FINDRISK score. Setting 3 consists of the
most information among all cases where the model prediction, FINDRISK score
and an explanation are provided to the physician making it more interpretable.
Collectively, setting 3 has a higher amount of data fed to the physician with
specificity in details this provides a better score across all metrics over setting 2
yet not better than setting 1. We assume that due to the broad level of details in
setting 1, the chances of assigning a higher score is more likely, however having
greater details as in sefting 3 may have caused minor disagreements with the
results which therefore have been reflected in the scores. The behaviour of the
metric scores across levels of data can be seen in Figure [4]

From our simulations, we acquired 96 reward functions for 8 policy combina-
tions over 4 settings of data and 3 metric thresholds. We describe the behaviour
and attributes of the reward function as per the metric threshold Mp. When
Mr = 2, across all 4 settings, we saw the same reward function produced.
For policies where two or more Continue actions were performed, the reward
was awarded to the concurrent state reached. However, for all other policies
and states, the reward acquired was zero. Table 2] describes the reward function
acquired for the policies under the threshold.

Table 2. Reward functions of all policies m under a threshold Mt = 2 for a all four
settings of data

Policy |End|Understandability| Agreement| Usability| Complete
[0,0,1,1,0]| O 0 0 0 10
[0,1,1,1,0]| 0 0 0 10 10
[0,1,1,0,0]] 0 0 0 10 0
[0,1,0,1,0]] 0 0 0 0 10

With a threshold of My = 3 | across all settings, we observed the reward
function to follow the behaviour as in the previous threshold scenario indicated
in Table[2] However, for settings 2 and 3 we observed an exception in the reward
produced for reaching Understandability state in the policies where there are 3
continued actions performed. The observed reward function is shown in Table

Having M1 = 4, unlike in previous threshold scenarios, we observe the reward
function to emphasize penalties to reaching a state over rewards. In all settings,
1, 2, 3 and combined where the policy has the action continue occurring in states
of Agreement and Usability, a negative reward was observed when reaching the
End state and a small negative reward when reaching the state of agreement with
usability action being continue. Table [d] shows the reward function observed.
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Fig. 4. Observed transition probabilities of trajectories of settings 1, 2, 3 and combina-
tion when traversing between the states with metric threshold set to lenient, moderate
and strict enforcement of the implicit policy; (a) Transition probability of Understand-
ability over thresholds Mr; (b) Transition probability of Agreement over thresholds
M (c) Transition probability of Usability over thresholds My

Table 3. Reward functions of all policies m under a threshold My = 3 for a all four
settings of data

Policy |End|Understandability| Agreement| Usability| Complete
[0,0,1,1,0]] 0 0 0 0 10
[0,1,1,1,0]] 0 -10 0 10 10
[0,1,1,0,0]| O 0 0 10 0
[0,1,0,1,0]| 0 0 0 0 10

Overall, we observe that with a low threshold My = 2, the reward function
is lenient and allows for a broader range of policies to have higher rewards this is
due to many trajectories easily overcoming the threshold and therefore having a
higher transition rate. With the threshold My = 3, the reward function can be
termed as locally balanced by adding a penalty term to the understandability
state when having a complete policy case. This may be attributed to the inter-
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Table 4. Reward functions of all policies m under a threshold Mt = 4 for a all four
settings of data

Policy |End|Understandability| Agreement| Usability | Complete
[0, 0, 0, 0, 0]| 10 0 0 0 0
[0,0,1,1,0]| -10 0 -2.1 0 0
[0,1,1,1,0]|-10 0 0 0 0

pretation of the data i.e. to have data with high usability and agreement, it must
be well understandable. When threshold M7 = 4, only a few trajectories can
qualify to have a high rate of transition, therefore creating a baseline of negative
reward for reaching the End state.

From the reward functions, we can interpret a broad perspective of the cog-
nitive state during the evaluation of the patient data by physicians. With the
increase in the level of data (i.e. the addition of FINDRISK and explanation to
the model prediction) we observe an improved and inclusive reward function that
alots rewards for close and full completion while penalties for reaching an End
state. The increase in metric threshold My is observed to have a diminishing
reward incentive with penalties being more prevalent. this may be attributed to
the amount of CDSS trajectories that have high ratings provided by the physi-
cian and can be further assumed that cases with high scores are more likely to
pass through all stages of the MDP.

5 Discussion

In this section we address issues and open topics that we came across during our
work.

Perceptional state of AI and Human for collaboration: Modelling
the cognitive state of a decision maker (human) can be considered as achieving
partial progress towards active human-artificial intelligence (AI) collaboration.
The rest of this process lies in crafting the environment, validation metrics and
the AI model itself. One of the ways this can be achieved with great accuracy
is by trying to interpret the perceptional state of the human mind and the Al
model from either perspective [5]. On a general basis, the human decision maker
views the AI model (DSS) as an accessory tool providing suggestions, rather
than considering it as a capable collaborator in the decision-making process.
This can be attributed to the nature of AI models being tediously sensitive or
providing recommendations and solutions that are broadly accurate but not spe-
cific enough. There is also the factor of trust in AT as it is relatively new to fully
formal usage in the real world [I5]. Decision-makers often see their recommen-
dations with skepticism and prefer to re-validate solutions to ensure there are
no errors, this implicitly brings about another layer of work and scrutiny which
decision-makers have to take on, thereby reducing the trust and dependence on
Al Parallelly, from the AIl’s perspective, there is a bigger dimension of unan-
swered questions that are not explicitly demanded yet should be investigated
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to aid the AI model’s evolution to provide more aligning solutions to the hu-
man decision-maker [I12] e.g. if a physician decision maker selects to discharge
a patient 2 days earlier than scheduled yet the AI models suggestion was the
latter, the reasoning behind such a decision is left explicitly unanswered to the
AT model but implicitly answered to the physician. This may cause a loss of un-
derstanding from the AI’s perspective considering the action taken. Hence, we
believe that by using metrics to evaluate decisions in the form of subjective and
descriptive measures, while also training the AI model to perceive the possible
cognitive state of a human in a situation, the recommendations and alignment of
AT models to that of the human decision-maker will greatly improve, therefore
positively impacting trust and reliability in AT models.

Modelling the data a greater issue than IRL: During our experiment,
we encountered numerous instances where modelling the real-world CDSS data
into an MDP was a tedious and gruelling task. Initially, we assumed the possibil-
ity of using all patient characteristics, metrics evaluations and settings together
in a single MDP, yet the development of such an MDP was unsuccessful as it
led to multi-dimensional state spaces with non-comprehensible solutions. As IRL
aims to learn the complete policy and behaviour of experts within the trajec-
tories, we can model the MDP features space with nested dimensions or with
branched recurrences thereby reducing the computation complexity by a signifi-
cant level. E.g. within our CDSS data, we tried to model a 125-state space MDP
where each state corresponds to an iteratively expanding variable with 5 actions
that correspond to the metric evaluation from the physician, yet the layer of
patient data here was not included in the state space as it wasn’t rational in
its solution. In one of our approaches to model a multi-dimensional state space
with patient data included, we created a theoretically working state-action fea-
ture space MDP, however, when trying to feed the CDSS data into the designed
architecture the complexity of data extraction and processing was high. Further,
when trying to feed the data to the IRL algorithm, the dimensionality of input
tuples was unable to be resolved without splitting and transforming the data
into simpler formats (i.e. a four-dimensional state space had to be transformed
into a single dimension vector to fit into the tuple format and it may cause it to
lose its accurate weightage).

6 Conclusion and future work

The results of our work provide a first-stage implementation of IRL to assess
the cognitive state of the human mind using real-world data from a clinical de-
cision support system and its evaluation performed by physicians. We uncover
the underlying policies and reward functions using linear programming IRL that
explains the cognitive state of the physician during the analysis of patient data
and decision support data to predict the chances of the patient acquiring T2DM
in the future. We demonstrate our construction of MDP, our approach to per-
forming IRL using RL and investigate the reward functions over a set of policies
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under various levels of information provided to the physician and the effect of
having data thresholds that modulate the reward function.

In the future, we are planning to extend the study into a deeper investigation
of physicians’ professional behaviour and decision-making. The ultimate goal of
the study is to improve human-Al interaction in the CDSS context with better
interaction and collaboration between decision-makers and Al agents. One of the
ways to achieve this goal is to attain a better understanding of human intentions
and decisions via IRL, technology acceptance models, etc. An important future
direction is the incorporation of model and human correctness, agreement, and
final decision performance metrics into the model. Also, we aim to include more
patient data and create a denser MDP feature space to improve the specificity
of the reward function obtained along with using diverse IRL algorithms such as
deep learning and Bayesian approach [T6JT3]. We also plan to include newer real-
world datasets for various diseases and clinical decisions that can provide more
unexplored dimensions of data therefore providing a dynamic representation of
the cognitive state during decision-making scenarios.
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