EnsembleF'S: an R toolkit and a web-based tool
for a filter ensemble feature selection of molecular
omics data

Polewko-Klim Aneta![0000—-0003—1987—7374] " Grahlis Pawel!, and Rudnicki
Witold R.1,2,3[0000700027792874944]

! Faculty of Computer Science, University of Bialystok, K. Ciolkowskiego 1M,
15-245, Poland
2 Computational Center, University of Bialystok, K. Ciotkowskiego 1M, 15-245,
Poland
3 Interdisciplinary Centre for Mathematical and Computational Modelling,
University of Warsaw, Kupiecka 32, 03-046, Warsaw, Poland

Abstract. The development of more complex biomarker selection pro-
tocols based on the machine learning (ML) approach, with additional
processing of information from biological databases (DB), is important
for the accelerated development of molecular diagnostics and therapy.
In this study, we present EnsembleFS user-friendly R toolkit (R package
and Shiny web application) for heterogeneous ensemble feature selection
(EFS) of molecular omics data that also supports users in the analy-
sis and interpretation of the most relevant biomarkers. EnsembleFS is
based on five feature filters (FF), namely, U-test, minimum redundancy
maximum relevance (MRMR), Monte Carlo feature selection (MCFS),
and multidimensional feature selection (MDFS) in 1D and 2D versions. It
uses supervised ML methods to evaluate the quality of the set of selected
features and retrieves the biological characteristics of biomarkers online
from the nine DB, such as Gene Ontology, WikiPathways, and Human
Protein Atlas. The functional modules to identify potential candidate
biomarkers, evaluation, comparison, analysis, and visualization of model
results make EnsembleFS a useful tool for selection, random forest (RF)
binary classification, and comprehensive biomarker analysis.
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1 Introduction

The molecular omics data are generally unbalanced and high-dimensional with
a low sample size, and have complex correlation structures. Although multiple
bioinformatic tools have been developed to analyze omics data, the practical
process of selecting, evaluating, and analyzing crucial biomarkers from these
data is a significant challenge for researchers.

Various feature selection (F'S) methods implemented in the R and Python
packages are usually used to construct the computational pipeline for the discov-
ery of biomarkers from omics data. Researchers often use open-source software
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for biomarker identification available in public repositories, such as GitHub, as
well as non-commercial automated software, such as, for example, the Omic-
Selector [I8]. However, the use of these tools usually requires a certain level
of experience in programming and statistics, knowledge of ML methods, and
specific hardware resources. Moreover, these ready-made FS procedures are usu-
ally designed and optimized for specific types of omics data [3] and particular
research tasks. Only a handful of tools are specialized in selecting biomarker
candidates from omics datasets for supervised ML methods. In the literature,
we found only a few tools that partially address this issue, such as the Feature-
Select software in MATLAB [I3], the OmicSelector tools based on deep learning
[18], the standalone program BioDiscML [1I], MRMD3.0 Python tool [§], and
the mixOmics R package [I7]. FeatureSelect uses three classes of FS methods
and then applies optimization algorithms to find the optimal feature subset and
create predictive models. MRMD3.0 uses seven FF, three wrapper methods, and
seven embedding methods to search for the best features for classifiers. BioDis-
cML provides multiple multivariate data analyses and uses wrappers to find
the optimal combination of features to predict outcomes. The MixOmics offers
multivariate F'S methods for exploring and integrating biological data sets. The
software libraries mentioned above focus on F'S and ML techniques that can find
the minimal and optimal combination of features for predicting models or multi-
omics data integration tasks. These tools do not have functionalities that allow
the user to retrieve biological information about biomarkers from the database
and use methods that are susceptible to noise and instability.

Here, we propose a comprehensive tool for biomarker discovery in quanti-
tative omics data that allows users to: (i) select the top biomarker candidates
using either an ensemble of FS methods or any individual FS method, (ii) build
and evaluate predictive models using the RF classifier, (iii) evaluate the quality
of the feature set, (iv) benchmark model results for various FS methods, (v)
retrieve biological information about the top biomarkers from the nine biologi-
cal DB, e.g molecular function, cellular component, and biological process from
the Gene Ontology (GO) [2], signalling pathways from the Kyoto Encyclopedia
of Genes and Genomes (KEGG) [15], and disease phenotypes from the Human
Phenotype Ontology (HP) [10].

2 Methods

2.1 Feature selection and classification algorithms

The EnsembleFS uses the U-test, MRMR [4], MCFS [5], MDFS-1D and MDFS-
2D methods [14] to remove irrelevant variables. These feature filters are not
related to the classifier and have better generalization properties than wrappers
and embedded methods. [9].

The MDFS measures the decrease in the information entropy of the decision
variable due to the knowledge of k-dimensional tuples of variables and measures
the influence of each variable in the tuple [I4]. This FF performs performs an
exhaustive search of all possible k-tuples and assign to each variable a maximal
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information gain due to a given variable that was achieved in any of the k-tuples
that included this variable. The 2D version of this algorithm (MDFS-2D) can
capture synergistic interactions between feature pairs and the decision variable.

The MRMR method is based on mutual information (MI) as a measure of
the relevancy and redundancy of features, where the feature redundancy is an
aggregate MI measure between each pair of features in the selected feature sub-
set, and relevance to a class variable is an aggregate MI measure between each
feature with respect to the class variable.

The MCFS method is based on a Monte Carlo approach to select informative
features. This algorithm is capable of incorporating interdependencies between
features. The MCFS offers several cutoff methods (e.g. critical angle, k-means,
and permutations) for discerning informative and non-informative features.

The random forest algorithm [I] was used to construct predictive models.
This algorithm works well in data sets with a small number of objects, has few
tuneable parameters that do not relate directly to the data, is very rarely faulty,
and usually gives results that are often the best or very close to the best results
achievable by any classification algorithm [6].

Algorithm 1: EFS(l, f,S = {P,..., Py}) the ensemble FS algorithm
with RF classifier (1).
input : Feature filters f;, j =1,...,m
Dataset S = {(y, X)} with n entries of p features V = {v1,...,vp}
belonging to one of two classes, randomly split into k partitions P;
output: Combined set of informative features F'

Ranked informative feature set Fj, j=1,...,m
Performance estimation metric E;, j =1,...,m
Feature selection stability measure A, 7 =1,...,m

repeat r times

foreach S; do

Generate the training set S\;(V) < S(V) \ P:i(V)

foreach f; do
Perform feature selection on the training set Wi + f(S\;(V))
Collect the ranked informative feature set W; = {v1,...,va}
Remove highly correlated features with W;
Build the model on the training set L; < [(S\;(U;)) using top N

features U; with W;

Performance estimation F;: use the model L; on a test set P;

end
end

end

E]' <« ﬁEEZ,Z: 1,...,7"']{)

Assess the F'S stability A; of r - k feature sets U;

Collect the feature set F; from r - k sets U; by using the majority voting
strategy, for each of m feature filters

Collect combined feature set F' = Jj, F; or F' =L, F;
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2.2 Ensemble feature selection

The process of selecting relevant features from the original dataset and the
model-building procedure executed in the EnsembleF'S is shown in Algorithm
The area under the receiver operator curve (AUC), the accuracy (ACC) and the
Matthews correlation coefficient (MCC) are used to assess the performance of
the model, and the Lustgarten stability measure (ASM) was used [12] to assess
the stability of selection.

3 FEnsembleFS an R toolkit

EnsembleFS is based on carefully chosen statistical and ML methods recom-
mended for biomedical data and uses feature filters based on alternative ap-
proaches: statistical, information theory, and methods sensitive to interactions
between variables. It allows the user to select and rank relevant biomarkers from
quantitative omics data using an ensemble of various FS algorithms (U-test,
MRMR, MCFS, MDFS-1D, and MDFS-2D). The user can modify the list of
FS methods used and the values of their parameters. The quality of the feature
set can be verified by applying the RF classification algorithm within a strati-
fied k-fold cross-validation (CV) or alternatively within size-k random sampling,
repeated n times. Redundant and correlated features can be removed from ex-
tracted feature subsets. The stability of the feature sets returned by EnsembleFS
is measured using ASM, while the performance of the predictive models is esti-
mated using AUC, ACC, and MCC metrics. EnsembleF'S allows to set the values
of selected parameters for ML models, such as the top N number of features that
the classifier will use. It also allows the user to compare the results of the pre-
dictive models obtained using the features returned by different FS methods.
The results of the ML models are visualized in the form of interactive tables and
plots. The final feature set for each filter is obtained by majority voting on the
CV results. The combined set of biomarkers for biological analysis is obtained,
depending on the user choice, as the intersection or union of the results of all
the filters used.

EnsembleFS accepts data that include different biomarker identifiers (ID),
such as Ensembl gene ID, NCBI Entrez gene ID, and Uniprot IDs. It should
be underlined that EnsembleFS allows the generation of final report files that
include the results of ML models and crucial information on the top genes from
nine biological DBs.

3.1 'Web application

EnsembleFS web application (app) has an interactive web interface for data
analysis and visualization. This tool consists of a module for selecting relevant
biomarkers and a module for collecting biological information on genes. The
functionalities of these modules are available via Feature Selection tab and Gene
Information tab, respectively. The general functional specification of these basic
software modules is presented in Figure [1 EnsembleF'S web app is available

ICCS Camera Ready Version 2024
To cite this paper please use the final published version:
DOI{ 10.1007/978-3-031-63772-8_7 |



https://dx.doi.org/10.1007/978-3-031-63772-8_7
https://dx.doi.org/10.1007/978-3-031-63772-8_7

EnsembleF'S: a tool for an ensemble feature selection of molecular data 5

online at https://uco.uwb.edu.pl/apps/EnsembleF'S| (webserver demo). It is open
source, free software under an MIT license. EnsembleF'S web app architecture,
the source code, workflow, tutorial and the exemplary report of feature selection
and modelling results are described in detail in the Home tab, Help tab, and
project home page |https://github.com/biocsuwb/EnsembleF'S.

3.2 R package

EnsembleFS R package includes software to select, collect, analyze and interpret
the top biomarkers with omics data. Compared to the EnsembleF'S web app, the
R package includes the ensembleFS() dynamic function that allows the user to
easily add any other F'S method to the default list of five basic FF (methods input
parameter). Users can manually set all the hyperparameters of the model. The
size of input data is limited only by the computer’s performance. Source code,
examples, implementation details, and documentation are available on GitHub
(https://github.com/biocsuwb /EnsembleFS-package).

A FEATURE SELECTION module functionalities

Load input file (*.csv, *.txt) Eﬂ M S E TG
APPLICATION 1. feature 1. N-top

1 ] 2. feature-importance = 2. ASM

3. feature filter 3. feature filter
Generate
Select feature filters: U-test, MCFS, model = [5eren i
MDFS-1D, MDFS-2D, MRMR X outputs —— enchmarking
and set hyperparameters o ® N-to graphs:
o LR 1. mean AUC (N)
. mean AUC

2. mean ACC (N)
- mean ?n%% 3. mean MCC (N)
Jmean 4.ASM (N)

. SD AUC
.SDACC
. SD MCC

Learn ML . Feature filter _ N is top N features /-

models
Set the evaluation methods:

= = from data Raport ZIP file:
k-fold cv or random sampling E" ® (random forest) 1. model details

and set it's parameters 2. result report (tables and plots)

B GENE INFORMATION module functionalities

Set the cut off value of correlation
coefficient

ofo)
.
ARONAWN=

v Venn diagrams: @
1. biomarkers vs a feature filter
Import data from D . ; p
FEATURE SELECTION e ‘ G:unt:ruattse 2. biomarkers vs biological data bases
| Table of:
Set the number of N top biomarkers 500 ) ; g'gm'\:"Fk(ef ecular f ]
to further analysis g S‘ ) . GO: molecular function
3. GO: CC (cellular function)
‘ 4. GO: BF (biological function) ¢
/ 5. KEGG (pathways)
Select type of ensemble 500 0 6. Reactome (pathways)
biomarker set C Y) 7. WikiPathways (pathways) =>
L 8. Transfac (regulatory motif) :
h 9. miRTarBase (miRNA targets)
Run 10. Human Protein Atlas (tissue specificity)
Select types of biological 500 ) query 11. CORUM (protein complexes) _
Information (databases) = ® 12. HP (human disease phenotypes)

Fig. 1. Main functionality modules of EnsembleF'S web app: A) Feature Selection tab,
B) Gene information tab. Cuboids represent the interaction between Ensemblel'S and
the user, and the octagons represent EnsembleF'S processes. For notes, see text.
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4 Use case

To demonstrate selected capabilities of EnsembleF'S web app in a real case
study, we used RNA-seq data from the TCGA-LUAD (https://www.cancer.
gov/tcga) program [7]. The description of the data set, the preprocessing pro-
cedure, and the example results of feature selection and classification of tumor
vs normal tissue are included in [I6] and the Help tab — Example sub-tab. For
testing purposes, we used only 574 samples and 2000 differentially expressed
genes (DEGs) with the highest difference in gene expression level. To find the
most relevant DEGs for the classification of tissue types, we performed the en-
semble FS. Default parameters were used for all FS methods. The 0.3 random
sampling, with 10 iterations, was selected for model validation. We conducted
the quantitative analysis of the most informative DEGs and compared the per-
formance of the prediction models for each FS method with the top N features.
Our analysis shows that the five FS methods identified 1608 unique DEGs in
total. MDFS-2D filter identified the highest number of relevant features (1024
DEGs) in ten subsets of features. The best predictive model (ACC = 0.996 £
0.016) was obtained with the top 30 features selected by the MRMR method.
The best overall predictive results were achieved by the RF classifier with at
least the top 75 features for all filters (Fig[2] (left panel)). In this regard, the
DEGs returned by individual FS algorithms for N = 75 were chosen for further
biological analysis. It should be noted that the final DEG sets selected by differ-
ent filters for N = 75 were quite divergent (Fig. right panel)). Although 136
DEGs were selected in total, none of the DEGs was identified by all F'S methods.

In the next step, we submitted queries to the nine biological DBs and col-
lected information on the 51 genes found. Molecular function categories for 22
genes were indicated. The fifty-nine GO biological processes were examined for
23 genes. Nineteen significant cellular components were found for 12 genes.

The accuracy vs top N features.

0.996 method mrmr
mcfs
0004 —e— mdfs.1D utest//’7 /

— o —8— mdfs.2D
/20

-
0.992 meme |
(o]

utest

mcfs

AC

0.990

0.988

mdfs.2D
0.986

10 20 30 40 50 60 70 80 90 100 - mdfs.1D
N

Fig. 2. Left panel: the average values for the ACC between 10 feature subsets as a
function of N top features for all filters for LUAD data. Right panel: the final number
of the most relevant biomarkers with F'S methods for N = 75. See notation in text.
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Table 1. Execution times (hh:mm:ss) for a single iteration of the FS algorithm and
RF classification for the TCGA-LUAD dataset with 574 samples and p biomarkers.
The execution time of information searches in nine biological DB for the m-number
of most relevant biomarkers with the EFS method (union of top features with five
FS methods). Default parameters were used for each F'S method. The 3-fold CV and
0.3 random sampling (RS) were used for model validation (V). The calculations were
performed on an Intel Core i5-12400 CPU using 32 GB RAM. For notes, see text.

P m v U-test MDFS-1D | MDFS-2D | MRMR MCFS Ensemble | DB query

100 |80 | CV |00:00:05 | 00:00:04 |00:00:04 |00:00:04 | 00:00:13 | 00:00:31 | 00:05:44
82 | RS | 00:00:02 | 00:00:01 | 00:00:02 | 00:00:02 | 00:00:05 | 00:00:11 | 00:05:26

200 | 140 | CV | 00:00:09 | 00:00:09 | 00:00:08 | 00:00:05 | 00:00:20 | 00:00:52 | 00:09:51
149 | RS | 00:00:03 | 00:00:03 | 00:00:03 | 00:00:02 | 00:00:07 | 00:00:19 | 00:09:38

1000 | 205 | CV | 00:02:18 | 00:02:16 | 00:02:19 | 00:00:07 | 00:01:14 | 00:08:17 | 00:14:23
265 | RS | 00:00:49 | 00:00:47 | 00:00:49 | 00:00:02 | 00:00:27 | 00:02:57 | 00:13:59

Seven metabolic and signalling pathways were selected from the KEGG and
14 pathways from the WikiPathways. Higher tissue-specific expression was ob-
served in five genes. Twenty-six protein complex-coding genes were found. Higher
tissue-specific expression was observed in 5 genes. And finally, 20 disease-related
phenotypes were detected. Our analysis revealed a series of genes (SLC25A10,
TGFBR1, and SFTPC, etc.) related to lung cancer.

5 Computational aspects

To test the speed efficiency of the EnsembleF'S web app, we reviewed its per-
formance for various data sizes. Table [1| presents example execution times of
the F'S and RF algorithm for previously described TCGA-LUAD RNA sequence
data. The one run of the algorithm involved the following steps: calling individ-
ual or all FS algorithms, removing correlated features, estimating a ranking of
the features, and calling the RF classification algorithm for random sampling
(train-test split ratio of 70%—30%) or one time for the 3-fold CV method.

As shown in Table|l] the time of algorithm performance strongly depends on
the FS method and hyperparameter tuning when the feature number increases.
Among the applied FF, the U-test and MDFS are the fastest for the initial 100
features, while the MRMR is for 1000 features. It should be added that the
execution time of the MRMR and MCFS algorithms increases if their default
parameters are changed, that is, a number of relevant features for the MRMR
and other cutoff methods for the MCFS. The execution time of the MDFS-2D
algorithm depends on the processor’s architecture (CPU or GPU).

6 Summary

We developed the EnsembleF'S R toolkit (R package and web app) for individual
FS or ensemble FS of high-dimensional molecular data and automatic collection
of information on the most relevant genes from the nine well-known biological
databases. In this work, we present the selected capabilities and the advantages
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of the EnsembleFS web application. Our results show that EnsembleFS is an
excellent tool for selection, binary classification, and comprehensive analysis of
biomarkers. We provide EnsembleF'S as a freely accessible web server for users
(30 MB limit on the total amount of data). For much larger data, we recommend
using the EnsembleF'S R package. In the current version EnsembleFS uses five
feature filters and the random forest classifier. In the future, we plan to increase
the number of feature selection and classification methods.
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