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Abstract. The use of information technologies in industry is growing
year by year. More and more advanced devices are implemented and the
software needed for them becomes more complex, which increases the
risk of errors. To minimize them, it is necessary to constantly monitor
the condition of the system and its components. This paper presents a
part of a complex production support system for steel mill, responsible
for monitoring and tracking the current state on the production hall.
Data on currently performed melts and their condition, collected from
two sensor layers - Levell and Level2 - combining with a camera system
that allows tracking the position of the main ladle in the hall, was used to
create metamodel based on linear regression and neural network for the
temperature drop which is occurring during the transport of liquid steel
to the casting machine. This approach enables optimization of production
volume and minimizes the risk associated with a temperature drop below
the optimal one for casting. Several neural network models were used:
YOLOvV3 for object detection, CRAFT for text detection and CRNN for
text recognition. This information is published to the sensor subsystem,
enabling precise determination of the state of each performed melt. The
system architecture, prediction accuracies and performance analysis were
presented.

Keywords: cyber-physical system - machine learning - sensors - vision
processing - steelmaking automation

1 Introduction

One of the industry sectors, which is the main research area in this work, is the
steel industry. Steel is a product whose use can be found in almost every other
industry, even in everyday life. Depending on its purpose, various compositions
are used, by dosing appropriate alloy additives, and variable process conditions,

ICCS Camera Ready Version 2023
To cite this paper please use the final published version:
DOI] 10.1007/978-3-031-36030-5_36 |



https://dx.doi.org/10.1007/978-3-031-36030-5_36
https://dx.doi.org/10.1007/978-3-031-36030-5_36

2 P. Hajder et al.

such as melt temperature and casting time, or the degree of superheating. In
the case of the most rigorous alloys, deviations from the process and its schedule
are unacceptable, as this may result in the creation of a different steel grade,
which translates into both company losses and the purpose of its use. Therefore,
there is a need for continuous monitoring and control, from the very beginning
of the process. An important step in the production of specific steel grades in
the continuous casting process is the transfer of the main ladle (ML) from the
electric arc furnace (EAF) through the ladle furnace (LF) to the continuous
steel casting machine (CSC). This takes time, which causes the temperature of
the molten steel to drop and may make casting difficult or impossible, possibly
lowering the quality of the product.

In this paper, the development of ladle position monitoring modules, mea-
suring systems and metamodeling of the temperature drop of liquid steel in the
ML is presented. A sensory layer was created, deployed in the production hall.
The measurements are aggregated with data from the database and then used in
the temperature drop metamodel. Historical data were used to train this model,
which is based machine learning techniques, in particular linear regression and
neural network. In addition, available industrial cameras were used to track the
movement (determining the position) of the ML in the production hall, enhanced
with three machine learning models: one for ML detection, as well as two for
detecting and recognizing text in the form of numerical labels. We present the
architecture of these modules, the results of their integration and sample results,
including performance and accuracy of the predictions of the models used. This
work are part of a hybrid IT system designed to optimize and model continuous
steel billets.

2 Preliminary arrangements

In this work, we describe the module of the production technology support sys-
tem at the steel plant, concerning the modeling of the temperature drop of liquid
steel in ML. For the alloy to be properly cast, the temperature must not fall be-
low the set value. For this purpose, we created a metamodel that evaluates the
current temperature according to the time passed after ML’s departure from
EAF. In order to assess whether the alloy can be cast, in addition to the meta-
model, we have created a subsystem for monitoring the position of the ML in
the hall, to be able to assess as early as possible whether the ML will arrive on
time at the CSC or whether it will need to be reheated at the LF station. This
subsystem consists of two main components: sensors, measuring and collecting
information about current activities in the hall, and video monitoring of the
ML position, based on multiple industrial cameras. Preliminary arrangements
for each of these components are described in the following sections.

2.1 Sensors

The main task of the sensory layer in the described problem is to provide the
necessary data and information to the component responsible for metamodeling,
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based on which they will be able to model the current state of the process and
control it in order to obtain its optimal result. For the proper operation of process
steering component, it is necessary to provide data from the sensor layer, which
will be:

— Up-to-date — delivered on an ongoing basis, preferably in real mode, immedi-
ately after obtaining them in the environment, so that the system’s reaction
can be immediate,

— Precise and accurate — reflecting the parameters of the real process as closely
as possible in order to obtain the best representation of the metamodel,

— Complete and consistent — mapping all technical and technological parame-
ters necessary to develop and launch a metamodel mapping the technological
process carried out in the electrosteel plant hall.

In the existing hardware layer concerning sensors and measurement of the
environment to which this task relates, there are already a lot of elements that
can provide useful data related to sensors and parameters of such a technological
process. We can distinguish three main sources among them:

1. Levell system. At the lowest level — in the hardware layer — there is embed-
ded software for devices located in the electrosteel plant hall. It is known as
Levell and stores information about the status of devices located in the hall.
This data can be obtained directly from the device controllers in real mode,
although in the standard mode of operation of the steel plant, the data on
the process itself is not used for automatic (intelligent) process control and
steering.

2. Level2 system. It is sensor layer available in the electrosteel plant hall,
which stores part of the parameters related to the technological process car-
ried out on main process devices. These are parameters related to the melting
schedule (grade, recipient, sequence in the melting sequence), characteristics
of end products related to a given ML (chemical composition, size and type
of cast element) or parameters of individual stages of processing at specific
positions in the steelworks plant hall (batch weight, amount of oxygen or
coal used, total processing time per step). The imperfection of this layer in
terms of its use in the production control process based on the metamod-
eling is that data are available only after the completion of the processing
process on a particular device in the electrosteel plant hall (EAF, LF, CSC).
Due to the characteristics of the technological process, they appear in the
system every 30-50 minutes, because these are the standard processing times
on individual devices included in the process.

3. CCTYV monitoring system. The video monitoring system available in the
steelworks plant hall is based on 12 cameras covering most of the hall area.
The data is available in the live view system and the image is also archived,
but in the current mode of operation of the plant hall, the only image analysis
mechanisms available in the system are the mechanisms of motion detection
in the image, without any identification of the sources of these events. There
is no distinction whether the movement in the image was generated by a
person, a vehicle or a moving ladle (ML).
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The main problem, common in this field of research and industry [1, 2], in the
sensory layer of the current infrastructure of the steelworks plant hall is that data
on the steelmaking process that could enable automatic control mechanisms for
such a process (based on machine learning mechanisms) are available in different
hardware layers of the environment (described above), are not integrated and
partly inconsistent.

The task that needs to be solved is so that they can be used as a data source
for the metamodeling component based on machine learning mechanisms is the
integration, aggregation and unification of data from the three sensor systems
mentioned above and providing them to the metamodel component in a coherent
version in real mode.

2.2 ML position tracking

As described in the previous subsection, there are 12 industrial cameras, provid-
ing current view of the production hall via RT'SP protocol. They may be used to
track position of every used ML. The main problem to be solved in the described
part of the system is the detection of ML and recognition of its label. The basic
solution that has been indicated for this problem is the detection of objects and
text, along with its recognition. For this purpose, available Avigilon industrial
cameras were used, along with machine learning models. To achieve the goal of
this module, following tasks can be defined:

1. Object detection - detecting the ML on the image frame, which determines
its position in the hall;

2. Text detection and recognition - detecting and recognizing the ML label,
which will allow it to be identified.

Both of these tasks can be solved using machine learning methods, in partic-
ular based on convolutional neural networks [3, 4]. However, since the task is not
standard and publicly available training sets for the networks do not contain ML,
we had to build our own dataset. For this purpose, the images from each camera
were analyzed, the key ones for modeling the hall and steelmaking process were
determined. Then, with the interval set per camera, the frames were uploaded to
the disk. After image gathering was completed, they were selected and labeled
in order to prepare them for training machine learning models. Labeling was
performed for both ML and numeric labels painted on ladles. In addition, due
to lot of similarities between dumped frames, we used ImgAug [5] to augment
dataset with modified versions of images, in particular by ’emulation’ of smoke,
which can occur while during slag pouring (visible on few cameras) and may
influence results obtained from models.

With an already prepared training data, the main problem to be solved is to
prepare neural network models and its implementation for the indicated tasks.
These models must be trained and tested for accuracy and performance. Then,
they can be aggregated into one solution that receives a frame from the camera
as an input and returns the position and ML label as an output.
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2.3 Metamodeling for temperature drop prediction

Measurements of temperature distribution of liquid steel inside a ladle is very
difficult or sometimes even impossible task in industrial conditions, due to the
safety reason and high cost of equipment. On the other hand precise knowledge
about the overheating level is crucial to maintain optimal range of temperatures
during Continuous Steel Casting process to obtain the highest quality of casted
billets. Application of FEM models to predict the temperature of liquid steel in
industrial conditions is impossible due to the long computation time. Therefore,
in this paper, two machine learning techniques were applied for this task: linear
regression (LR) and artificial neural networks (ANN) [6, 7].

All computations were performed using MATLAB software. Deep Learning
Toolbox was used to create and train ANNs and Optimization Toolbox was
applied for gradient optimization of cost function in case of linear regression.
In both cases, the aim of the model was to predict the steel temperature after
specific time period based on: the type of the steel (GradeID), temperature ob-
tained after heating (StartTemp), cooling time (TimeDiff) and the steel weight
(Weight). Eventually, based on the temperature difference and cooling time, the
cooling rate was computed. The collected data, after filtering, consists of 7362
records. The data concerned 81 grades of steel. Unfortunately, the number of
records for individual grades of steel varied greatly. The most common type of
steel was represented by over 3000 records, while for five types of steel only one
record was in the dataset. Despite such differences in the number of records, pre-
liminary training of the models revealed, that the number of steel types included
in the training set did not have a major impact on the accuracy of the model.
Therefore, all computations were performed for all 81 types of steel.

2.4 Related works

There is a visible trend in the steelmaking sector to increase investment in R&D
activities to optimize production [8]. The development is observable from the
scientific side, which is reflected in the available literature, where many works
showing the improvement of efficiency and quality of steel production can be
found [9, 10], including through the use of sensor networks [11]. These works are
mainly focused on optimizing the steelmaking process by reducing carbon emis-
sions into the atmosphere. An indirect impact is also observed in the form of
a process whose optimization criterion is minimization of energy consumption.
High emissions and energy consumption result from the high temperature that
a given steel grade must reach during casting. Numerical simulations are often
the basis for conducting such research, which allow for non-invasive testing of
the possibilities of improving the available technology [12,13]. A situation that
should be avoided at all costs in the steel production process is a drop in tem-
perature below the casting temperature, as this will require transport of the ML
for re-heating. This can be a logistically difficult task, which is why monitoring
is essential.
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Monitoring in the industrial sector is not a new phenomenon. This is an
important element in Industry 4.0, as it also allows you to control the correct
operation of support systems. One of the tasks in this paper is tracking ML.
Since the appearance of the ML is almost identical for all these types of vats,
this task can be treated as an Object Detection. In the industrial field, there
are applications of machine learning algorithms for this class of problem [14],
in particular the recognition of various workpieces on the production hall [15].
Machine learning models were used in the work, in particular convolutional net-
works, e.g. YOLO (You Only Look Once) and residual networks, e.g. Resnet.
Their application in industrial conditions can also take place in tracking the
movement of objects or detecting their absence or presence [16].

3 Proposed methodology and architecture

The main idea of solving the described problem was to create an IT system that
implements two main functionalities:

— supporting the control of the technological process by the metamodeling
component, which allows detecting potentially unfavorable situations (e.g.
superheating or crystallization of the melt) and enabling the avoidance of
such situations

— monitoring the state of the technological process by technologists and tech-
nical staff using mobile devices

In order to implement such a system, it was necessary to develop a component
for integrating the sensory layer, which would enable the aggregation of data
from all sensory systems available within the infrastructure of the steelworks
plant hall. Such data would then be delivered to the component responsible for
supporting the steering and monitoring of this technological process (based on
machine learning mechanisms). The diagram of the main components of this
system is presented in Fig. 1.

Levell data
(Simatic-S7 400)
Level2 data ﬂ Q.
(XML reports) % %
A —

CCTV monitoring

Sensor layer data
aggregation module

V.

mobile GUI
monitoring and steering

support component
(metamodel) @ ‘

Fig. 1: Scheme of integration of the main components of the system
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The details of the implementation of the main components of this system are
presented below.

3.1 Sensors layer

In order to implement the main functionality — supporting the control of the
technological process based on the process metamodeling component — it was
necessary to provide this component with the correct data necessary for its
operation. For this purpose, a sensor layer data aggregation component was
developed that integrates the three main sensor sources (Levell, Level2, CCTV)
and unifies the data available in them, which then makes it available to the
process steering component.

The requirement of the metamodeling component is to provide this data on
an ongoing basis and in a coherent, unified form. The same data provided by the
sensory data aggregation component is also used to implement the second basic
functionality of the entire system - enabling monitoring of the process status of
the steelworks hall using a mobile application for service personnel.

A component that aggregates data from the base sensor systems available at
the electrosteel shop in the following way:

Levell integration — this hardware-level system provides data on individual
devices involved in the technological process (EAF, LF, CSC). Integration with
this system was carried out based on the connection with the Siemens Simatic-
S7 400 controller programmed with the use of the Sharp7 library which is the
C# port of Snap?7 library. The data is delivered in real time and read and saved
in the database with the time interval set in the configuration. Among the data
obtained from this source are (among others): the current temperatures of the
ML armor and the bottom of the tundish, the values of the last measurements
of the liquid metal temperature, the current duration of the charge processing in
the EAF or at the LF, the amount of energy consumed at individual processing
stations.

Level2 integration the mechanism of integration with the Level2 system is
based on report documents generated by this system in the XML format, made
available via a network drive after the completion of subsequent stages of process-
ing in the technological process (at the EAF, LF and CSC). XML documents are
automatically detected using FileWatcher, xsd and standard C+# libraries used
to parse XML documents. Data from parsed reports are placed in the system
database in separate tables for each of the monitored devices. The data obtained
by these mechanisms relate to the process stages carried out in the EAF (e.g.
charge melting time, melting process efficiency, amount of energy and oxygen
used, charge weight), LF (e.g. argon mixing parameters, energy consumption in
the station, current chemical composition alloy), CSC (e.g. casting mode, weight
of steel, transport time to the station, number of cores).
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CCTYV integration — details of the operation of the ladle detection component
have been described in a separate chapter of this work, while the integration of
this component has been implemented through the definition and implementa-
tion of software interfaces transferring the following information from the ladle
detection component to the integrating component: camera id, detected ladle
number, ladle position within the scene, detection time. The entire exchange of
information is carried out by the open source message broker RabbitMQ.

Data from the sensor systems described above, operating on various hard-
ware layers of the electrosteel plant hall, have been aggregated, unified and made
available in real time as a component of sensory data aggregation. The data ag-
gregated in this way is stored in the system database and made available to
component that enable the implementation of the main functionalities of the
system: the process monitoring component of the steelworks hall using an appli-
cation for mobile devices and the metamodeling component, enabling support
for controlling the technological process carried out in the steelworks plant hall.

3.2 ML position tracking

The problem of ML position monitoring has been divided into two tasks: ML
detection and identification of its label. The decision was made to use machine
learning to solve them. In the first approach, only the Tesseract OCR library was
used for text detection and recognition, because all MLs have numerical labels,
and their occurrence elsewhere is very rare on the cameras used. Unfortunately,
this solution turned out to be ineffective due to the very low accuracy of detecting
areas with text - in the best cases at the level of 63%.

The second approach was based on the detection of one class of objects in
the ML form. Four machine learning models were used for this purpose: Mask-
RCNN, MobileNet, YOLO v3 and its tiny version. All models were trained using
a total pool of 7072 images, of which approximately 2000 were modified with
ImgAug. Additionally, after initial testing, 700 images were added from the hall
where none of the vats were located. This was due to the single-class detection
- adding images without an object resulted in an increase in detection accuracy
by 8%. These data were split 80-20 for training and validation, respectively.
In the case of label identification, two models were used: pretrained CRAFT
(Character-Region Awareness For Text) for text detection [17] and a custom
convolutional recurrnet neural network as text recognizer, consisting of 28 layers
(mainly Conv2D, Maxpool, BatchNormalization, and LSTM). The latter one
was trained used Synth90k set enhanced with approx. 10000 cropped labels from
MLs. Output from CRAFT, which are heatmaps, is postprocessed using OpenCV
in order to obtain transformed boxes with text. These boxes are then processed
by recognizer.

The prepared models were used to determine the position of individual ML
in the hall. After ML is detected, it is cropped from original image and this crop
is sent to label detection and recognition. This approach allowed to improve text
detection accuracy. However, in some cases label can be detected on original
image. Therefore, we decided to execute both detection models concurrently
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and then match boxes (ML and text) with each other using intersection. Then,
ML position and its label are sent to message broker. The algorithm describing
the operation of the ML tracking is shown as a flowchart in the Fig. 2.

frame = readFrame()

ladles = LFDetection(frame) labels = labelOCR(frame)

.
L
(

Ye

label = Intersect(ladles]i], labels)

labels =
LabelOCR(ladles]i])

r Yes:

| label = -1 | | label = labels[0] |

l l

publish(ladlei], label)
End
n i=i+1

Fig.2: ML detection and label recognition pairing algorithm

From the implementation side, the Python 3.10 with Tensorflow 2.10 was
used to develop and train machine learning models. Models were built with
Keras in such a way as to process image batches, e.g. text detection on multiple
ML crops is possible with one inference.

3.3 Metamodeling of temperature drop
Linear regression The value predicted by linear regression model is computed
using the hypothesis in the following form:

h@(X) =0Tx = 0y + Z 0;x;
=1

where: 6 — vector of model parameters, x — vector of features (input of the model
with added element xg = 1), n = 4 — number of features
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Model training consists in finding the optimal values of vector 8, which min-
imize the cost function:

m
7(6) = 5 (6~ v’
i=1

where: m - number of training points, ¢; - model prediction, y; - training value.

The crucial for model accuracy is selection of the features (elements of the
input vector). The selection of the four, listed above features was made after
performing the analysis of importance. However, the small number of features
makes model very simple and, as consequence, unable to learn complex rela-
tionship which may be hidden inside the training data. This situation is called
underfitting or high bias problem. To avoid underfitting, new features should be
added to the hypothesis. The new features may contain completely new data
or, as more often, be a combination of data (features) already used. Within this
paper, new feature were designated as higher power (up to the 4th) of already
chosen inputs and all possible products between them. As the result, the number
of features was increased to n=69, and each of the new ones was defined as:

z; = o ab? el 2l

where: i > 5, p1,pa2, p3,pa € [0,4], and 1 < py + pa +p3 +ps <4

On the other hand, introducing additional features into the hypothesis may
cause the model to be too complex and it can learn the relationship hidden in
the data by heart. This situation is called overfitting or high variance problem.
It can be easily detected by comparing errors computed for training and testing
(validation) sets. If the training error is low while the validation error if high,
there is a high variance problem. To avoid the overfitting the regularization term
was added to the optimized cost function:

1 o, . A o
J(0) = %Z(yi —i)’ + %2912
i=1 i=1

where: A - regularization parameter, n - number of features.

Artificial neural network The second model was built using artificial neural
networks. Artificial neural network is an information processing system built with
a given number of single elements called artificial neurons which are arranged in
three layers: input, hidden and output layers. Number of neurons in the input
(output) layer depends on the number of input (output) values, while the number
of hidden layers is defined as the result of the user experience (usually, no more
than two hidden layers for the nonlinear problems). Mostly, there is one neuron
in the output layer corresponding to the predicted value. In case of ANN, adding
the new features is not necessary. Therefore, only four features formed the input
vector. However, the network topology (i.e. number of hidden layers and number
of neurons in each one) is essential for model accuracy. Unfortunately, there are
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no rules that indicate the best number of hidden layers and neurons. Therefore,
49 neural networks were tested, each trained 50 times. Among them there were
networks with one hidden layer and the number of neurons equal to: 6, 8, 10, 12,
14, 16, 18, 20, 22, 24, 26, 28, 30 and with two hidden layers and the number of
neurons in each equal to : 5, 10, 15, 20, 25, 30.To compare trained models two
Mean Absolute Errors (MAE) were calculated:

1 -
MAE:E;M—%\

R2 — i (G — 9)(yi — )
VL =92 2 (v - 9)?

4 Obtained results

The environment used in this work is a server equipped with 2x Xeon Gold 6264
@ 3.10 GHz (36 physical cores in total), 768 GB RAM and NVidia Tesla M10,
equipped with 4 graphics processors (4 CUDA visible devices). Only one GPU
of this card was used for testing.

4.1 Sensor layer data aggregation module

One of the results of the component of data aggregation from sensory systems is
the storage and sharing of information about the technological process carried
out in the steelworks hall. The data relate to the implementation of this process
at the main points of its processing - EAF, LF and CSC. Examples of processing
data in the EAF are shown in the Fig. 3.

FH Resuts il Messages
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2679 202109-1118:20:28.. 2021-08-1119.07:04... 466 371333 BEG67 08 2787253 5204 7104536 61773594 354 1725 146625 1556 552365 1 15131143
2880 2021091119.0704.. 2021-03-1119:5302.. 459667 360833 84667 14167 286836 5104 6892625 60874302 607 1725 146625 1574 532366 4 15131144
2881 20210911195302.. 2021-03-1120:40.07... 470833 368167 865 16167 2827524 5152 7104351 6289.0981 637 1735 147475 1548 552367 14 15131145 ~
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@ Query executed successfully. EMBOOV1518 (140 RTM) | CMCO\20paliA (76) | INNOSTAL | 00:00:00 | 5,479 rows

Fig. 3: Integrated data from EAF station.

The numerical characteristics of the data from the 18 months of collecting
data from the sensory layer are as follows:

— over 16,000 reports on melts at CSC, LF and EAF stations were collected,
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— number of temperature measurements taken: over 33,000 at the EAF, over
94,000 at LF stations, over 81,000 at CSCs,

— over 58,000 tests of the chemical composition of steel were carried out at LF
stations,

— 75 different grades of steel were made.

More detailed information is a company secret and cannot be disclosed in
this publication.

4.2 Training, accuracy, and performance of LF identification

The results obtained for the indicated models are presented in the Table 1.

Table 1: Training and accuracy results of models used

Parameter Mask R-CNN|MobileNet|YOLOv3|YOLOv3 tiny
Training time [h] 6.32 3.57 2.51 0.89
Detection time CPU [ms] 1840 1380 430 101
Detection time GPU [ms] 680 450 173 37
Accuracy (typical pos.) [%] 96 95 94 92
Accuracy (overall) [%)] 88 85 82 68

Based on the obtained results, it can be seen that the accuracy of detection
in typical positions of the ladle does not differ significantly - the maximum
observable difference is 4%. In unusual positions, less relevant to the continuous
casting process, the accuracy can vary, more depending on the specific position,
less on the choice of network. However, a significant difference can be seen in
the case of detection and learning times. With this criterion in mind, the YOLO
network performs best, in particular its simplified version, called YOLO-tiny.
The accuracy of detection slightly decreased (by approx. 13% in the general case
and approx. 3% in typical cases), but the detection time decreased almost seven
times (173 ms full vs 37 ms tiny). This model is therefore great for quick testing
of the entire module, also on machines without GPU acceleration. Example of
ML detection results from camera looking on LF is presented in Fig. 4.

Due to the high similarity of the labels on the vats, it was decided that the use
of external sets would give better text detection results than the set of labels cut
from ML. Final testing was performed on cut images of the ML only and achieved
89.3% prediction accuracy: 361 out of 404 images were classified correctly. We
defined accuracy as percentage of cases where the network found the label on
the ML at least once (some have more than one label). Obtained accuracy is
very high for images without any smoke (96.5%, 250 out of 259), high for small
amount of smoke (87.5%, 84 out of 96). For images where manual recognition by
human eye is very hard, obtained accuracy was low (55.1%, 27 out of 49 tested
images were correct). Images for final tests were captured separately and were
not included in any of training sets. Results from aggregated ML detection and
its identification are shown in Fig. 5.
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Fig.5: ML Label detection results

4.3 Metamodeling

The smallest mean absolute error (MAE), equal 0.109, was obtained for a net-
work with two hidden layers containing 5 and 25 neurons, respectively. The value
of the coefficient of determination R2 for this network was equal to 0.764, and
the training time was 7.7 s. Comparison models based of LR and ANN (Table 2)
showed that neural networks allows to get more precise results.

5 Summary and further works

The aim of the work was to create a multilevel system to monitor the steelworks
production hall. Two modules were created to monitor the condition of the ML
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Table 2: Assessment of models’ prediction to the real values

Model MAE[ R?
Linear regression 0.1210.70
Artificial neural network|0.109|0.715

and the production hall, which, combined with the metamodeling module, make
it possible to determine whether casting of the material is possible due to the
temperature drop after leaving the EAF. The system was tested in CMC Sp. z
0.0. in Zawiercie (Poland) and allows for an assessment of whether the steel can
be cast after the specified time has elapsed, which may vary between each cast.
The ladle monitoring module made it possible to determine the location of each
ML in use, which, combined with the sensors, allowed for a precise determination
of the status of each of the orders carried out by the steelworks.

At the moment, it is not used in production yet because the other compo-
nents are being implemented. Among others, these include scheduling steelmak-
ing campaigns, user interface, or aggregation with other systems in the company.
The modules described in the thesis will be improved in terms of code quality,
performance, and prediction accuracy, if the data collected before implementa-
tion allow it.
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