
Multimodal Emotion Classification Supported in
the Aggregation of Pre-Trained classification

models⋆

Pedro J. S. Cardoso1,2[0000−0003−4803−7964], João M. F.
Rodrigues1,2[0000−0002−3562−6025], and Rui Novais2[0000−0002−6720−9234]

1 LARSyS – Laboratory for Robotics and Engineering Systems, ISR-Lisbon,
1049-001 Lisboa, Portugal

2 Instituto Superior de Engenharia, Universidade do Algarve, 8005-129 Faro, Portugal
{pcardoso,jrodrig}@ualg.pt

Abstract. Human-centric artificial intelligence struggles to build au-
tomated procedures that recognize emotions which can be integrated in
artificial systems, such as user interfaces or social robots. In this context,
this paper researches on building an Emotion Multi-modal Aggregator
(EMmA) that will rely on a collection of open-source single source emo-
tion classification methods aggregated to produce an emotion prediction.
Although extendable, tested solution takes a video clip and divides into
its frames and audio. Then a collection of primary classifiers are ap-
plied to each source and their results are combined in a final classifier
utilizing machine learning aggregator techniques. The aggregator tech-
niques that have been put to the test were Random Forest and k-Nearest
Neighbors which, with an accuracy of 80%, have demonstrated superior
performance over primary classifiers on the selected dataset.

Keywords: Affective Computing · Multimodal Ensembles · Facial Emo-
tions · Speech Emotions.

1 Introduction

While part of the humans’ communication is verbal, the truth is that a big part
of our communication is nonverbal. Facial expressions, the tone of the voice
(vocalization), body movements and gestures, posture, all contribute to how we
communicate and understand each other. Often, humans are not even aware of
that nonverbal part of what they transmit or receive, because this is inherent to
them, from the day they are born. Communication is therefore achieved by using
multiple sources, received by multiple “sensors”, which implies that using a single
source of information, such as face expressions, will provide limited information
to an automated emotion detection process.

⋆ We thank the Portuguese Foundation for Science and Technology (FCT) under
Project UIDB/50009/2020—LARSyS.
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Human-centric artificial intelligence (HCAI) struggles to build automated
procedures that recognize emotions which can, and in many cases should, be in-
tegrated in artificial systems, such as user interfaces or social robots [5,17,53]. For
example, research on the latter subject is fundamental, as the worldwide elderly
population is set to be more than double by 2050 and robots are expected to
assume new roles in health and social care, to meet that higher demand [1,21].
A robot can only really interact with a person, if it achieves some degree of
emotional recognition in interaction, i.e., if it understands the person’s emotions
and sentiments in a way to, on the fly, adjust its behavior in function of it.
Emotion and sentiment analysis are therefore fundamental in the development
of socially assistive robot (SAR) technologies for people care. Recent studies
analyze emotional intelligence in SAR for elders [2] or which aspects may influ-
ence human-robot interaction in assistive scenarios [52]. Poria et al. [45] address
the multi-modal sentiment and emotion prediction, living open to development
several problems such as aspect-level sentiment analysis, sarcasm analysis, mul-
timodal sentiment analysis, sentiment aware dialogue generation, and others.
Also, Birjali et al. [10] present a study of sentiment analysis approaches, chal-
lenges, and trends, to give researchers a global survey on sentiment analysis and
its related fields.

So, to implement SAR technologies, state-of-the-art results in emotions and
sentiments classification are needed, being machine learning (ML) algorithms
the more promising methods at the moment. Several ways are known to improve
algorithms’ results, being the more usual way to train them repeatedly, with
available data, with different settings, until the best possible result is achieved
(fine-tuning the algorithm). Training might be extremely time-consuming, as
well as it implies spending a lot of energy during the training phase, also in-
creasing the model’s “carbon footprint”. A solution to mitigate this is applying
ensemble techniques, i.e., using the results from various algorithms previously
thought and available in the community [35,34]. This use of hybridization /
ensemble techniques allows empowering computation, functionality, robustness,
and accuracy aspects of modelling [6], as well as it allows to reduce the referred
“carbon footprint” of the models.

In this context, this paper is part of a series of studies to build a frame-
work for emotion classification based on multiple sources (e.g., facial, speech,
text, and body expression), the Emotion Multi-modal Aggregator (EMmA). The
EMmA is to be supported on an ensemble of open-source code, retrieved from
off-the-shelf available methods. The previous studies already presented the idea
associated with single sources, namely, faces [35] and speech [34]. Here, the au-
thors propose to integrate both sources in a single prediction, consistent with
the emotions presented by the system’s user. In more detail, given as input a
video clip, the process starts by splitting it in its set of frames / images and its
soundtrack. Then, a set of primary classifiers is applied to each source (images
and speech), returning a set of probability associated to each emotion. A ML ag-
gregator method is then fitted with those probabilities to build a final classifier.
Then, to make inference over new samples, those samples will pass through the

ICCS Camera Ready Version 2023
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-36030-5_35

https://dx.doi.org/10.1007/978-3-031-36030-5_35
https://dx.doi.org/10.1007/978-3-031-36030-5_35


Multimodal Emotion Classif. Supp. in an Ensembles of Pre-Trained models 3

primary classifiers and the predicted probabilities are injected in the aggregator,
to estimate a final prediction. Details are presented in Section 3.

The tested aggregator method includes two well know ML algorithm, namely:
Random Forest (RF) and k-Nearest Neighbors (kNN). For faces and for speech,
used independently, the proposed single source aggregators formerly proved their
effectiveness over the primary classifiers, improving the individual classifiers’ ac-
curacy over the Facial Expression Recognition 2013 (FER-2013) Dataset [22],
the Real-world Affective Faces Database (RAF-DB) [30], the Ryerson Audio-
Visual Database of Emotional Speech and Song (RAVDESS) [32], the Toronto
emotional speech set (TESS) [41], the Crowd-Sourced Emotional Multimodal Ac-
tors Dataset (CREMA-D) [15], and the Surrey Audio-Visual Expressed Emotion
(SAVEE) database [23] for speech. Further, a baseline aggregator was defined
using a voting methodology, i.e., each primary classifier “votes” in one emotion
and the one with more votes is selected as the estimation.

The best configuration was achieved with the kNN, with an accuracy of
80.6%, 9.7% better than the best result for the individual classifiers, and 4.9%
better than the voting method. Besides accuracy, the recall, the precision and
the F1 scores also corroborate the attained results.

Some main contributions of the paper are the proof that the previously pro-
posed methods in [34,35] can be extended to a multi-modal scenario, it is possi-
ble to build a high accuracy emotion detector combining off-the-shelf methods,
which may allow reducing costs (e.g., computational, financial, CO2 emissions
etc.). Further, it is possible to see that the primary classifiers can be trained
in different datasets than the ones on which the aggregator is to be applied,
allowing a generalization of the proposed method.

The paper is structured as follows. The next section presents a brief state
of the art in emotion detection from static images, speech, and video clips. The
following section presents the EMmA and voting methods, along with some con-
sideration about the used dataset. The fourth section presents the experimental
results. The final section present the conclusion and future work.

2 Related Work

Recognizing expressions in order to predict interpersonal relations requires input
from various sources, including sound, body language, and facial expressions, as
well as factors such as age and cultural environment. For instance, Zhang et
al. [56] proposed an effective multitask network that is able to learn from vari-
ous auxiliary attributes, such as gender, age, and head pose, in addition to just
facial expression data. Noroozi et al. [33] explored the topic of emotional body
gesture classification through a comprehensive survey, concluding that, despite
a plethora of research on facial expressions and speech, the recognition of the
impact of body gestures remains a less explored area. The work intended to
increase interest in this field by providing a new survey and highlighting the
importance of emotional body gestures as a component of “body language”, dis-
cussing things such as gender differences and cultural dependence, within the
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context of emotional body gesture recognition. A complete framework for auto-
matic emotional body gesture recognition was also presented. Other solutions
were also proposed, such as combining body posture with facial expressions for
classifying affect in child-robot interaction [20]. More recent examples can be
found in the literature, such as studies on mood estimation based on facial ex-
pressions and postures [14], or in other works such as the ones from Ahmed et
al. [3] or Liang et al. [31].

Ekman and Friesen [19], concentrating on face expression, showed that facial
displays of emotion are universal, demonstrating that the human ability to ex-
press an emotion is an evolutionary, biological fact that is independent of any
particular culture. Nevertheless, even given the same input, several approaches
for facial emotion classification produce varying outcomes. So, facial expression
recognition utilizing a group of classifiers is not a novel concept. For instance, a
pool of base classifiers developed utilizing two feature sets – Gabor filters and
Local Binary Patterns – was described by Zavaschi et al. [55]. The accuracy and
size of the ensemble were employed as objective functions in a multi-objective
genetic algorithm that was used to find the best ensemble. Ali et al. [4] presented
an ensemble method for evaluating multicultural facial expressions, proposing a
set of computational strategies to manage those variations. They make use of
facial photos taken from participants in the multicultural dataset, who belong to
four distinct ethnic groups, namely, “Caucasians”, Japan, Taiwan, and Morocco.
Wang et al. [54] presented the Oriented Attention Ensemble for Accurate Facial
Expression Recognition. An oriented attention pseudo-Siamese network that uti-
lizes both global and local face information was employed by the authors. The
network consists of two branches: an attention branch with a UNet-like architec-
ture to gather local highlight information and a maintenance branch with various
convolutional blocks to exploit high-level semantic features. To output the re-
sults of the classification, the two branches are combined. Benamara et al. [8]
present a facial emotion recognition system that deals with automated facial de-
tection and facial expression classification separately. The latter is carried out by
a limited ensemble of only four deep convolutional neural networks, and a label
smoothing technique is employed to deal with the training data that has been
incorrectly labeled. The Local (Multi) Head Channel (Self-Attention) method,
or LHC for short, is founded on two primary concepts [38]. First, convolution
will not be replaced by attention modules like recurrent networks were in NLP
(natural language processing); and second, a local approach has the potential to
overcome convolutions’ limitations more effectively than global attention. This is
because local attention is more focused on the local region of interest than global
attention, which is where the self-attention paradigm has been most extensively
studied in computer vision. With LHC, the authors were able to surpass the
previous state-of-the-art for the FER-2013 dataset, with a substantially reduced
level of complexity and impact on the “host” architecture in terms of compu-
tational cost. An open-source Python toolbox named Py-Feat [25] supports the
detection, pre-processing, analysis, and visualization of facial expression data.
Py-Feat allows end users to swiftly process, analyze, and visualize face expres-
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sion data while also enabling experts to share and benchmark computer vision
models. For further studies in face emotion classification, please refer to, e.g.,
the works of Banerjee et al. [7] and Revina & Emmanuel [47] who assess multiple
deep learning algorithms for effective facial expression classification and human
face recognition techniques.

Popova et al. [44] described a method in which the classification of a sound
fragment is reduced to an image recognition issue. The waveform and spectro-
gram are used by the authors to represent the sound. When they combine a
Mel-spectrogram with a convolutional neural network (VGG-16), they test their
method with RAVDESS and get an accuracy of 71%. The Mel-spectrogram with
deltas and delta-deltas is utilized as input by Chen et al. [16] in a 3D attention-
based convolutional recurrent neural network to learn discriminative features for
speech emotion recognition. Experiments on the Interactive emotional dyadic
motion capture database (IEMOCAP) [13] and Berlin Database of Emotional
Speech (Emo-DB) corpus [11] provided cutting-edge results. By demonstrating
92.89% validation accuracy on the ESC-50 dataset and 87.42% validation accu-
racy on the UrbanSound8K dataset, Palanisamy et al. [37] assert that ImageNet
pre-trained standard deep convolutional neural network (CNN) models can be
employed as powerful baseline networks for audio categorization. De Pinto et
al. [43] presented a CNN-based classification model of the emotions produced
by speeches (using the RAVDESS dataset). The neutral and calm emotions, as
well as those described by Ekman in 1992 [18], have also been taught to the
model. They received a weighted average F1 score of 0.91. Using the RAVDESS,
Emo-DB, and CaFE databases, El Seknedy and Fawzi [48]presented their find-
ings on speech emotion classification. The key speech features are prosodic 7
features, spectral features, and energy. They employ four machine learning clas-
sifiers (Multi-Layer Perceptron, Support Vector Machine – SVM, Random For-
est, and Logistic Regression). The models’ accuracy was 70.56% on RADVESS,
85.97% on Emo-DB, and 70.61% on CaFE. A deep continuous recurrent neural
network (C-RNN) method was presented by Kumaran et al. [29] to classify the
efficiency of learning emotion changes in the classification stage. To begin with,
they extract high-level spectral features using a combination of Mel-Gammatone
filter in convolutional layers. The long-term temporal context is then learned
from the high-level features using recurrent layers. In RADVESS, the authors
had an accuracy of 80%.

Siddiqui and Javaid [50] created a framework for classifying facial and vocal
emotions. Three CNNs and two detection layers make up the proposed structure.
Two CNNs are trained separately utilizing visible and infrared images in the first
layer, and the features they produce are then given to an SVM for classification.
Another CNN was used to learn the emotions in speech using information ex-
tracted from audio spectrograms. Ankur Bhatia suggested a system that can
extract sentiment and emotion from text, facial and sound [9,46]. The technique
was developed over MELD (Multimodal Emotion-Lines Dataset) dataset. MELD
is a dataset for spoken language emotion recognition. It is designed to be used
for training and assessing models for multimodal emotion recognition and in-
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cludes audio, text transcriptions, and annotations for the emotions expressed in
conversations. MELD, which was taken from the Friends TV series, has more
than 13,000 dialogues, more than 100,000 utterances, 7 fundamental emotions,
and 2 feelings (positive and negative). On this subject, several other works can
be found such as the ones from Pandeya & Lee [28], Heredia et al. [24] or Ortega
el al. [36].

Despite the fact that the methodologies described have partially or glob-
ally the same overall objective as this work, they do it in different ways. The
aforementioned authors concentrate on creating a single model, or on teaching
a brand-new model, involving a sizable amount of data to learn from. Instead,
the presented approach aims to build on the successes of earlier approaches,
concentrating on employing primary classifiers that have already been built and
making use of them as part of a final classification technique. I.e., the approach
here presented is intended to learn from the outcomes of previously developed
models, simplifying the learning phase and reducing the time needed to teach
the classification model as well as the computing power that is needed for that.
The proposed framework is further examined in the next sections.

3 Multi-Source Aggregator and Sentiment Classifier

The proposed Emotion Multi-modal Aggregator (EMmA) is a multi-modal ex-
tension of the aggregators previously presented by Novais et al. [34,35] where
face and speech were treated separately. Figure 1 illustrates the model’s archi-
tecture and flow, where the primary classifiers are used in the following man-
ner. First, Fig. 1(a), the primary classifiers models were pre-trained with some
dataset proper for their objective (in the present case, face emotion dataset or
speech emotion dataset). Then, Fig. 1(b), the obtained models use inference
over a new dataset which includes at least faces and speech, to define the train-
ing and testing dataset that the aggregator will use to train its own model.
I.e., in the present case, for each sample, each primary classifier model predicts
the probability of each emotion. Since we are considering 7 emotions, following
Ekman and Friesen [19] plus neutral (namely: neutral, calm, happy, sad, an-
gry, fearful, surprised, and disgusted), and 6 primary classifiers, the output will
be 42 “emotions-probabilities” values associated to a target. This 42 “emotions-
probabilities” associated to a ground-truth values build the aggregator’s dataset.
Finally, with the primary classifiers’ and aggregator’s models trained, inference
can be done by “passing” the new sample through the primary classifiers, which
will return the emotion-probabilities, which are then fed to the aggregator, which
will infer an emotion, Fig. 1 (c). Overall, one of the most cost consuming step is
the first one, (a), which in this architecture can be simplified from the moment
a trained model is available.

If some source (e.g., faces or speech) is not available, the aggregator’s model
can be retrained without requiring any change to the primary classifiers mod-
els. In this context, a solution to activate/deactivate primary classifiers models
is being thought. Further, if a new primary classifier, from the same or new
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(a) (b)

(c)

Fig. 1. Architecture and flow of the Emotion Multi-modal Aggregator (EMmA) clas-
sifier framework: (a) training of the primary classifiers’ model, (b) building the dataset
to be used by the aggregator for training and training of the aggregator’s model, and
(c) samples inference using the primary classifiers and aggregator’s models.

sources (e.g., text or body posture), becomes available, this model can be added
requiring, as expected, the retraining of the aggregator’s model. For this latter
condition, continual learning solution are being thought. Finally, as already men-
tioned, (i) the primary classifiers can be off-the-shelf models (see Sec. 3.1) and (ii)
the aggregator method was implemented using common ML methods, namely:
RF and kNN classifiers (see Sec. 3.4). Besides, complementing the threshold per-
formance given by the individual methods, a baseline for the aggregator method
was defined using a voting methodology (see Sec. 3.3).

3.1 Primary classifiers

Three primary classifiers for faces and three for speech were taken into consid-
eration. So, the following methods were employed in relation to face detection
classifiers: (i) Local (Multi) Head Channel (Self-Attention) (LHC)[38], whose
source code is accessible at [39]; (ii) Py-Feat [26], whose source code is available
at [27]; and (iii) FERjs, a free implementation created by Justin Shenk, whose
source code is available at [49]. It is essential to reiterate the fact that, as was
already mentioned, there are other potential approaches [7,47]. On the speech
side, the primary emotion classifiers were: (i) MDP [43], with its code available
at [42]; (ii) SB, which is a free implementation done by Shivam Burnwal and
has its code available at [12]; and SEDC (Speech Emotion Detection Classi-
fier), which is an implementation done by the authors [34]. The six classifiers
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were chosen because they offer cutting-edge results, are recent implementations,
represent various architecture, and have publicly accessible code.

The primary classifiers for face emotion classification were trained using FER
dataset (see [35]) and the primary classifiers for speech were trained using (audio)
RAVDESS dataset (see [34]). It is also important to stress that data used from
RAVDESS to train the speech was not used to validate and test the multi-modal
aggregator. Nevertheless, the EMmA aggregator was trained using audiovisual-
RAVDESS data (image and speech).

Furthermore, since the methods for facial emotion recognition were trained
for static images, the facial emotion classification previously developed had to
be prepared to deal with videos, as the audiovisual-RAVDESS is composed by
movie clips (see Sec. 3.2). The process included the following steps. For each
clip, the (i) first 30 frames (1 second) and the (ii) last 30 frames (1 second)
were discarded. Then, for the (iii) remaining frames it was applied the primary
classifiers to each one, followed by a (iv) non-maximum suppression technique,
i.e., over the results of the clip a sliding neighborhood window with similar
emotions are considered as candidate classes, which leads to several proposals.
It was considered the proposal/emotion with the highest count.

Table 1 shows the baseline results for the primary classifiers methods, as
explained above3. The results from the face classifiers seem reasonable due to
the approach that applies static faces emotion detection methods to video clips,
as explained in the previous paragraph, and the use of different datasets. On the
other side, the speech classifiers seem obviously overfitted, since the difference
between the metric values attained with the train data set are significantly better
than the ones attained with the validation and test data sets. This later fact,
was somehow considered as acceptable since we are using off-the-shelf methods.
So, it was decided to keep them and proceed to the following steps.

3.2 Dataset for the aggregators

The three primary classifiers for face emotion classification were trained using
FER dataset (see [35]) and the three primary classifiers for speech were trained
using audio-RAVDESS (audio files, see [34]). Then, a randomly selected part of
the audiovisual speech files of the Ryerson Audio-Visual Database of Emotional
Speech and Song (RAVDESS) [32] (720p H.264, AAC 48kHz, MP4) were used
to build a dataset for the aggregator. I.e., the primary classifiers were applied to
the audiovisual-RAVDESS’ files to build a set of 1437 for samples for training,
308 samples for validation and 309 samples for testing (see Tab. 2). The database
contains 24 professional actors (12 female and 12 male), vocalizing two lexically
matched statements in a neutral North American accent. Speech includes calm,
happy, sad, angry, fearful, surprised, and disgusted emotions. Each expression
is produced at two levels of emotional intensity (normal and strong), with an
additional neutral expression. Data used from RAVDESS to train the speech
were not used to validate or test the final multi-modal aggregators.

3 See, e.g., [51] for the definitions of Accuracy, Precision, Recall, and F1-score.
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Table 1. Primary classifiers’ individual performance.

FER PyFeat LHC MDP SB SEDC

T
ra
in

Accuracy 0.555 0.460 0.531 0.996 0.990 0.944
F1-score 0.552 0.461 0.516 0.996 0.990 0.944
Recall 0.555 0.460 0.531 0.996 0.990 0.944

Precision 0.631 0.553 0.613 0.996 0.990 0.945

V
a
li
d
a
ti
o
n Accuracy 0.506 0.425 0.500 0.682 0.705 0.636

F1-score 0.499 0.442 0.490 0.688 0.707 0.637
Recall 0.506 0.425 0.500 0.682 0.705 0.636

Precision 0.569 0.575 0.588 0.706 0.714 0.642

T
es
t

Accuracy 0.531 0.450 0.528 0.709 0.673 0.612
F1-score 0.530 0.449 0.520 0.713 0.666 0.597
Recall 0.531 0.450 0.528 0.709 0.673 0.612

Precision 0.611 0.517 0.614 0.727 0.667 0.607

Table 2. Emotions classes’ distribution on the used audio-visual RAVDESS subset.

angry disgust fear happy neutral sad surprise total

Train 263 134 263 263 127 252 135 1437
Validation 57 29 55 57 28 54 28 308
Test 56 29 57 56 28 54 29 309

3.3 Voting aggregator’s baseline

As a very simple baseline for the aggregator method, it was decided to implement
a voting method, as detailed in this section. Each of the primary classifiers
return a “vote”, predicting an emotion, supported on the emotion with the
highest probability it produced. Then, the voting aggregator predicts an emotion
as the one with most votes. In the case were two or more emotions are tie
(with same amount of votes), and one of the tied emotions is the real one, for
metrics purposes, the voting was accounted as correct. Table 3 shows the metrics
attained with the voting aggregator, showing an increase in the accuracy over
the test dataset (comparing with the best primary classifiers’ results), improving
the accuracy from 70.9% to 75.7%. For the test dataset, the remaining metrics
(Recall, Precision and F1-score) were also improved.

3.4 ML aggregator methods

Two well-known machine learning methods were used to implement ML aggre-
gator, namely: RF and kNN classifiers. The two ML methods were fitted using
grid search cross validation, considering 6 training/testing cases: (i) the training
data set was the dataset obtained by running the primary classifiers over the
audiovisual-RADVESS samples defined for training (D); (ii) the train dataset
was the previous one but standard scaled (Dscaled), i.e., removing the mean and
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Table 3. Voting aggregator metrics over the audiovisual-RAVDESS dataset.

Accuracy F1-score Recall Precision

train 0.981 0.981 0.981 0.982
val 0.740 0.748 0.740 0.786

test 0.757 0.756 0.757 0.789

scaling to unit variance, z = (x−µf )/σf , where µf in the mean value and σf the
standard deviation of the values observed for each feature f ; (iii) the training
dataset was set as the scaled version of the union of the train and validation
datasets (DVscaled); and (iv)–(vi) the training dataset was the result of applying
a polynomial feature transformation of degree 2 to the previous datasets (respec-
tively, Dpoly, Dscaled,poly, DVscaled,poly). In this context, since cross validation
was being used, it was possible to skip validation, going directly to testing. Fur-
ther, this allowed to observe if adding new samples, which were not direct part
of training of the primary classifiers, and did not seem to have major liking to
the primary classifiers fitting given the metrics values, could improve the aggre-
gator’s performance.

To summarize, aggregators trained with datasets (i)–(iii) receive 7× 6 = 42
values, where 7 is the number of expressions (neutral, calm, happy, sad, angry,
fearful, surprised, and disgusted) per primary classifier and 6 is the number of
primary classifiers (3 for faces and 3 for speech emotion recognition). Similar,
doing all combinations of features, 946 features are fed to the aggregator for
cases (iv)–(vi).

4 Tests and Results

The experimental process was conducted using version 1.0.2 of the Scikit–Learn
framework [40]. In this context, a grid-search cross validation was developed
considering 5 folders and the following parameters. To fit the RF it were con-
sidered number of estimators in the set {50, 100, 200, 400}, criterion in {“gini”,
“entropy”}, maximum depth in {2, 5, 10,∞}, minimum number of samples re-
quired to split an internal node in {2, 5, 10}, the minimum number of samples
required to be at a leaf node in {1, 2, 5, 10}, the minimum weighted fraction of
the sum total of weights (of all the input samples) required to be at a leaf node
in {0, .25, .5}, and the maximum number of features to consider when looking
for the best split in {“sqrt”, “log2”}. For kNN case, it was considered number of
neighbors in {3, 5, 7, 9}, the weights in {“uniform”, “distance”}, the algorithm
in {“ball tree”, “kd tree”, “brute”}, and power parameter for the Minkowski
metric (p) in {1, 2}. In both cases, the remaining parameters were the default of
the Scikit–Learn library.

Table 4 summarizes the results achieved over the test set. The best results
were achieved using kNN (configured with a ball tree, 3 neighbors, p = 1, and
uniform weights, returned from the grid search cross validation process) using
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Table 4. Accuracy, F1-score, Recall and Precision for the aggregators methods.

ML method Training dataset Accuracy F1-score Recall Precision

RF D 0.735 0.732 0.740 0.727
kNN D 0.767 0.762 0.766 0.763
RF Dpoly 0.731 0.722 0.725 0.722
kNN Dpoly 0.764 0.761 0.766 0.761

RF Dscaled 0.735 0.732 0.740 0.727
kNN Dscaled 0.796 0.789 0.791 0.793
RF Dscaled,poly 0.738 0.727 0.733 0.724
kNN Dscale,poly 0.803 0.794 0.794 0.805

RF DVscaled 0.770 0.767 0.768 0.771
kNN DVscaled 0.796 0.786 0.784 0.794
RF DVscaled,poly 0.793 0.786 0.788 0.792
kNN DVscaled,poly 0.806 0.796 0.794 0.805

scaled and polynomial features over the training and validation data, with an
accuracy of 80.6%, more 9,7% than the best result for the individual classifiers
(MDP achieved an accuracy of 70.9%), and 4.9% higher accuracy than the voting
method (which achieved an accuracy of 75.7%). Moreover, without using valida-
tion as part of the training of the aggregator, the best result was also achieved by
the kNN method, with an accuracy of 80.3%, just 0.3% less than the best case.
This latter case, attained the same recall and precision than the best case, and
the F1-score was just 0.002 points different (0.796 to 0.794). Relatively to the
RF, it was found a big difference when considering the training and validation
data (scaled and with polynomial features) to train the aggregator, passing from
73.8% accuracy (Dscaled,poly) to 79.3% accuracy.

5 Conclusion

This paper presented a framework based on an Emotion Multi-modal Aggregator
(EMma), which aggregates the results extracted from the primary emotion clas-
sifications from different sources, namely facial and speech. The framework was
tested using the audiovisual-RAVDESS dataset, somehow validating the initial
concept: it is possible to build a state-of-the-art emotion detection system sup-
ported on methods (primary classifiers) available as open-source, trained with
distinct datasets, with a minimum training of an aggregator. Another advantage
of this solution is the possible speed-up in the development of an integrated
solution for human emotion classification.

In conclusion, there are still a considerable number of questions that remain
unanswered and represent opportunities for future research in this area. One
area that could benefit from further exploration is the relationship between the
number of primary classifiers used and the overall computational complexity. By
delving deeper into this issue, researchers can optimize the classifier’s efficiency
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while maintaining high levels of accuracy. Additionally, investigating the impact
of incorporating primary classifiers that are significantly different in terms of
accuracy compared to those already used should be addressed. Future work will
also focus on the inclusion of other sources to the framework (e.g., text and
body posture) and in the definition of a proper dataset that will allow testing
all the strands of the model. This includes the research on the influence of other
dimensions, such as gender, ethnicity, and age. By considering a broader range
of factors, the model can be refined and improved to better address real-world
applications and challenges. Further, if some source (e.g., faces or speech, at the
moment) is not available, the aggregator model should have a solution to acti-
vate/deactivate the corresponding primary classifiers models, without retraining
the former one. Also in this context, including new/removing primary classifiers,
from the same or new sources (e.g., text or body posture), without retraining
of the aggregator model is an objective, i.e., a procedure commonly designated
as continual learning. Overall, the paper provides a foundation for further ex-
ploration and development of automated classification techniques, and future
research in this area holds promises for advancing the field.
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