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Abstract. The study concerns classi�cation based on dispersed data,
more speci�cally data collected independently in many local decision ta-
bles. The paper proposes an approach in which coalitions of local tables
are generated using Pawlak's con�ict analysis model. Decision trees are
built based on tables aggregated within the coalitions The paper ex-
amines the impact of the stop criterion (determined by the number of
objects in a node) on the quality classi�cation and on the rules' qual-
ity generated by the model. The results are compared with the baseline
approach, in which decision trees are built independently based on each
of the decision tables. The paper shows that using the proposed model,
the generated decision rules have much greater con�dence than the rules
generated by the baseline method. In addition, the proposed model gives
better classi�cation quality regardless of the stop criterion compared to
the non-coalitions approach. Moreover, the use of higher values of the
stop criterion for the proposed model signi�cantly reduces the length
of the rules while maintaining the classi�cation accuracy and the rules'
con�dence at a high level.

Keywords: Pawlak con�ict analysis model · independent data sources
· coalitions · decision trees · stop criterion · dispersed data.

1 Introduction

Nowadays, huge volumes of data are often dealt with, most dispersed and avail-
able from various independent sources. Processing such fragmented data is a
big challenge both in terms of achieving satisfactory classi�cation quality and
understanding the basis for generated predictions. In particular, clear presenta-
tion of the extracted knowledge is di�cult when we deal with dispersed data.
It is assumed that fragmented data is available as a set of local decision tables
collected by independent units. For real dispersed data the simple aggregation
is not possible � it leads to inconsistencies and con�icts. In this study, we deal
with an approach that generates coalitions and makes it possible to aggregate
local tables for coalitions. Another important issue addressed in this paper is the
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analysis of the quality of the patterns generated based on dispersed data. Studies
are presented on how valuable the knowledge generated by the proposed model
is.Among the many di�erent machine learning models, those that are character-
ized by high interpretability and transparency of the generated knowledge can
be distinguished. Approaches such as rule�based models [29, 18] or decision trees
[7] can be mentioned here. There are also models that give a very good quality of
classi�cation, but without the simple interpretation and understanding the ba-
sis of the decisions made. Neural networks and deep learning can be mentioned
here [8, 6]. In many real�world applications, the ability to justify the prediction
is very important. Sometimes the knowledge generated by the model itself is
more of a value than the prediction of new unknown objects.In the case when
data is available in the form of multiple decision tables, the situation is even
more di�cult. For example, let's consider a medical application. Each clinic has
a separate decision table. Models can be generated separately based on the local
tables, but the knowledge generated in this way will be fragmented and will not
allow to make simple interpretations. Aggregating all local tables into one table
is not possible due to inconsistencies that occur. The proposed model can be
applied in such situation.

This paper proposes an approach that gives a more condensed representation
of knowledge, as it allows for partial aggregation of local tables. The proposed
approach is designed for set of local tables in which the conditional attributes
are identical. Coalitions of decision tables that store compatible values are de-
termined. Identi�cation of such coalitions is performed using Pawlak's con�ict
model. Aggregation of tables from one coalition is performed for a coalition. This
allows, on the one hand, to combine data and reduce fragmentation and on the
other hand to provide for the model a larger training set based on witch certain
patterns/knowledge are generated. A decision tree is built based on partially ag-
gregated data. Decision tree model was chosen because of the transparency and
easy interpretability of the generated result. By using the proposed approach and
doing data aggregation still, a few decision trees for dispersed data is received.
However, as research shows, the number of obtained trees is smaller than if we
generate trees separately based on individual local tables. Coalitions are not dis-
joint, which means that one local table can be included in several coalitions at
the same time. Generated coalitions of local tables represent consistent data on
common concepts. Decision trees describing a single concept are generated based
on coalition � complete information about coherent knowledge, which also con-
tributes to trees' quality. The paper [22] proposed the �rst study on this subject,
in which for the basic approach (without the model's parameter optimizing) the
classi�cation quality was analyzed. The paper focused not only on the classi�-
cation accuracy but also on the knowledge that the proposed model generates.
Based on decision trees, decision rules are determined. Various parameters eval-
uating the quality of generated rules are analyzed, i.e. support, con�dence and
rule length. The main contribution and the novelty of this paper is a comprehen-
sive analysis of the quality of rules generated by the model as well as the analysis
of the impact of the stop criterion used during the construction of the tree on
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the accuracy of classi�cation and the quality of decision rules generated based
on decision trees. The size of the constructed trees has a very signi�cant impact
on the time and memory complexity of the method. The presented study shows
that using the proposed model, the generated decision rules have much greater
con�dence than rules generated by using decision trees for each decision table
separately. In addition, the proposed model gives better classi�cation accuracy
regardless of the stop criterion compared to the non-coalitions approach. The
use of higher values of the stop criterion for the proposed model signi�cantly
reduces the length of the rules while maintaining the classi�cation accuracy and
the rules' con�dence at a high level. The study presented in the paper proves
that the proposed classi�cation model not only provides high classi�cation accu-
racy but also generates more interesting knowledge � rules with large con�dence
� than is the case when coalitions are not used.

The paper is organized as follows. Section 2 contains a literature review.
In Section 3, the proposed classi�cation dispersed system and Pawlak's con�ict
model are described. Section 4 addresses the data sets that were used, presents
the conducted experiments and discussion on obtained results. Section 5 is on
conclusions and future research plans.

2 Related Works

Distributed data is used in the concept of ensemble of classi�ers [3, 9] and fed-
erated learning [19]. In the classi�er ensembles approach, the interpretation and
the justi�cation of the results obtained is not obvious and clear. There is no
aggregation of data, the models are built locally in a hierarchical [34] or parallel
manner [10], and the �nal decision is generated by the chosen fusion method [13].
There are many di�erent fusion methods, some are based on fuzzy set theory
[26] or mathematical measures [11]. Others fusion methods are based on issues
related to evidence theory [27] and voting power [21]. However, a simple and
concise justi�cation with using some pattern like decision rule or decision tree is
not possible. In the classi�er ensembles approach, there is no aggregation of data
and no e�ort is given to generate a concise representation of knowledge. On the
other hand, in federated learning a common model is built, but without local
data exchange, as data protection is one of the primary issues in this approach
[12]. In this approach, only models' parameters are exchanged (models are gen-
erated locally) to a central space/server. The models are then aggregated and
sent back to the local destinations. This iterative algorithms leads to convergence
and agreement on a common central model [15]. The approach proposed in this
paper can be seen as an intermediate solution. No single common model is gen-
erated as in federated learning. Instead, several common models are generated,
one for each coalition. A coalition is a set of local tables containing compatible
data � data on a single concept. Another di�erence between the proposed ap-
proach and the federated learning approach is the exchange of data within the
coalition. Here, the model for a coalition is generated based on aggregated table.
The proposed approach also di�ers from the ensemble of classi�ers approach, as
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it is based on coalitions formation and data aggregation. The second important
di�erence is the form of local tables. In the classi�er ensembles, it is assumed
that initially the data is accumulated in a single decision table. The process of
fragmentation/dispersion is realized in some controlled and planned way so as
to increase the accuracy of the ensemble classi�cation [5]. In contrast, in the
proposed approach, we have no control over the form of local tables. They are
provided by independent units. They do not satisfy the constraints of separabil-
ity or equality of sets of objects. Nor is it possible to guarantee diversity or focus
on the most di�cult objects as it is in the case with many approaches known
from classi�er ensembles [14].

The method of con�ict analysis that is used in the study was proposed in [17]
by Pawlak. This approach was chosen for its simplicity and very good capabilities
in identifying natural coalitions [25, 24]. In the approach one of only three values
is assigned to con�icting issues by the con�icting sides. These three values corre-
spond to three possible views: support for the issue, neutrality towards the issue
and being against the issue. This relatively simple approach provides tools for
e�cient con�ict analysis and to determine the sets of coalitions and the strength
of the con�ict intensity. Pawlak's con�ict analysis approach is very popular and
widely used and developed, for example, in the three-way decisions [33] or in
approach proposed by Skowron and Deja in [28]. In papers [25, 24] Pawlak's con-
�ict analysis was also used for dispersed data. However, the approach proposed
there is quite di�erent from the one considered in this paper. The main di�er-
ences are the form of the local tables that are being considered and the basis
for recognizing the con�ict situation. In papers [25, 24] it was assumed that the
sets of conditional attributes appearing in the local tables are of any form, no
restrictions are imposed. In contrast, in the present study, we assume that the
conditional attributes are the same in all local tables. In papers [25, 24] con�icts
were considered in terms of decisions made by local classi�ers de�ned based on
local tables � the k−nearest neighbor classi�ers were used there. In the present
study, in contrast, no pre-determined classi�ers were used. The basis for calcu-
lating the strength of con�icts is the values that are present in the local tables.
We form coalitions in terms of a common concept � compatible values that are
present in these tables.

In this study, rule generation and knowledge representation are very impor-
tant concepts. In the literature, there are two main approaches to generate rules:
directly from data in tables or from decision trees. A decision rule consists of
two parts: a premise and a conclusion. We assume that rules are in the form
of Horn clauses, i.e., the premise is a conjunction of conditions on conditional
attributes, while the conclusion is a single value of a decision attribute. There
are many algorithms for generating decision rules: based on the rough set theory
[30], based on covering [4] or associative approaches [32]. We distinguish between
exhaustive [16] and approximate [31] methods of rule generation. Decision rules
may also be generated based on decision trees. The division criterion is crucial
when building decision trees. The most popular are the Gini index, entropy and
statistical measures approach [20]. A method of limiting tree's growth and thus
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over�tting of the tree is using the stop criterion [23]. In this way we can gener-
ate approximate rules. The best situation would be to generate high quality and
short rules (short means with a minimum number of conditions in the premise).
Generating minimal rules is an NP-hard problem, so it is possible to apply the
algorithm only to small decision tables. In the literature, we can �nd various
measures to determine the quality of rules, among others, we distinguish con�-
dence and support, gain, variance and chi-squared value and others [2]. In this
study, con�dence, support and rule length are used to determine rules quality.

3 Model and methods

In this section, we discuss the proposed hierarchical classi�cation model for dis-
persed data. This model was �rst considered in the paper [22], where a detailed
description, discussion of computational complexity and an illustrative exam-
ple can be found. In the model, we assume that a set of local decision tables
(collected independently, containing inconsistencies) with the same conditional
attributes are given Di = (Ui, A, d), i ∈ {1, . . . , n}, where Ui is the universe, a set
of objects; A is a set of conditional attributes; d is a decision attribute. Based
on the values of conditional attributes stored in local tables, coalitions of ta-
bles containing compatible data are de�ned. For this purpose, Pawlak's con�ict
model is used [17, 22]. In this model, each agent (in our case a local table) deter-
mines its view of a con�ict issue by assigning one of three values {−1, 0, 1}. The
con�ict issues will be conditional attributes, and the views of local tables will be
assigned with respect to the values stored in the tables. For each quantitative
attribute aquan ∈ A, we determine the average of all attribute's values occurring

in local table Di, for each i ∈ {1, . . . , n}. Let us denote this value as V al
i

aquan
.

We also calculate the global average and the global standard deviation. Let us
denote them as V alaquan and SDaquan . For each qualitative attribute aqual ∈ A,
we determine a vector over the values of that attribute. Suppose attribute aqual
has c values val1, . . . , valc. The vector V aliaqual

= (ni
1, . . . , n

i
c) represents the

number of occurrences of each of these values in the decision table Di.
Then an information system is de�ned S = (U,A), where U is a set of

local decision tables and A is a set of conditional attributes (qualitative and
quantitative) occurring in local tables. For the quantitative attribute aquan ∈ A
a function aquan : U → {−1, 0, 1} is de�ned

aquan(Di) =


1 if V alaquan + SDaquan < V al

i

aquan

0 if V alaquan
− SDaquan

≤ V al
i

aquan
≤ V alaquan

+ SDaquan

−1 if V al
i

aquan
< V alaquan

− SDaquan

(1)
For the quantitative attribute aquan and tables, which have lower average values
than typical, we assign -1. For tables with higher average values than typical,
we assign 1; and for tables with typical values, we assign 0. Whereas, for the
qualitative attribute aqual we use the 3−means clustering algorithm for vectors
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V aliaqual
, i ∈ {1, . . . , n}. This is done in order to de�ne three groups of tables

with similar distribution of the attribute's aqual values. Then for the attribute
aqual and the tables in the �rst group are assigned 1, in the second group 0, in
the third group -1.

After de�ning the information system that determines the con�ict situation,
the con�ict intensity between pairs of tables are calculated using the function

ρ(Di, Dj) =
card{a∈A:a(Di )̸=a(Dj)}

card{A} . Then coalitions are designated, a coalition is

a set of tables that for every two tables Di, Dj , ρ(Di, Dj) < 0.5 is satis�ed. An
aggregated decision table is de�ned for each coalition. This is done by summing
objects from local tables in the coalition. Based on the aggregated table the
classi�cation and regression tree algorithm is used with Gini index. In this way
we obtain k models M1, . . . ,Mk, where k is the number of coalitions. The �nal
result d̂(x) is the set of decisions that were most frequently indicated by models
M1, . . . ,Mk. This means that there may be a tie, we do not resolve it in any
way. In the experimental part the relevant measures for evaluating the quality of
classi�cation, which takes into account the possibility of occurring draws, were
used. The results obtained using the proposed method are compared with the
results generated by an approach without any con�ict analysis. In the baseline
approach, based on each local table the classi�cation and regression tree algo-
rithm is used. The �nal result is the set of decisions that were most frequently
indicated by trees. Ties can arise, but analogously as before, we do not resolve
them in any way.

4 Data sets, Results and Discussion

The experiments were carried out on the data available in the UC Irvine Machine
Learning Repository [1]. Three data sets were selected for the analysis � the
Vehicle Silhouettes, the Landsat Satellite and the Soybean (Large) data sets.
In the case of Landsat Satellite and Soybean data sets, training and test sets
are in the repository. The Vehicle data set was randomly split into two disjoint
subsets, the training set (70% of objects) and the test set (30% of objects). The
Vehicle Silhouettes data set has eighteen quantitative conditional attributes,
four decision classes and 846 objects � 592 training, 254 test set. The Landsat
Satellite data set has thirty-six quantitative conditional attributes, six decision
classes and 6435 objects � 4435 training, 1000 test set. The Soybean data set
has thirty-�ve quantitative conditional attributes, nineteen decision classes and
683 objects � 307 training, 376 test set. The training sets of the above data sets
were dispersed. Only objects are dispersed, whereas the full set of conditional
attributes is included in each local table. We use a strati�ed mode for dispersion.
Five di�erent dispersed versions with 3, 5, 7, 9 and 11 local tables were prepared
to check for di�erent degrees of dispersion for each data set.

The quality of classi�cation was evaluated based on the test set. Three mea-
sures were used. The classi�cation accuracy is the ratio of correctly classi�ed
objects from the test set to their total number in this set. When the correct
decision class of an object is contained in the generated decision set, the object
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is considered to be correctly classi�ed. The classi�cation ambiguity accuracy is
also the ratio of correctly classi�ed objects from the test set to their total num-
ber in this set. With the di�erence that this time when only one correct decision
class was generated, the object is considered to be correctly classi�ed. The third
measure allows to assess the frequency and number of draws generated by the
classi�cation model. A very important aspect discussed in the paper is the rules'
quality. Rules are generated based on decision trees that are built by the model.
The quality of decision rules was evaluated based on the test set using the fol-
lowing measures. The rule con�dence is the ratio of objects from the test set
that matching the rule's conditions and its decision to the number of objects
that satisfy the rule's conditions. The con�dence is a measure of the strength of
the relation between conditions and decision of rule. This is a very important
measure in the context of classi�cation because it indicates the quality of the
knowledge represented by the rule � how strongly is it justi�ed to make a certain
decision based on given conditions. The rule support is the ratio of objects from
the test set that matching the rule's conditions and its decision to their total
number in this set. The support is a measure of the frequency of a rule. Support
proves the popularity of rules. But common rules do not always constitute new
and relevant knowledge. That is why con�dence becomes so important. Another
rules' related measure analyzed was the length of the rule indicated by the num-
ber of conditions occurring in the rule and the total number of rules generated by
the model. The experiments were carried out according to the following scheme.
For both the proposed and the baseline methods for �ve degrees of dispersion
(3, 5, 7, 9, 11 local tables) di�erent stop criterion were analyzed. The initial
stop value was 2, and the step was 5. For smaller step values, non-signi�cant
di�erences in results were noted. The following stop values were tested: 2, 7, 12.
The classi�cation quality was evaluated using decision trees. Then, rules were
generated based on decision trees and the rules' quality was estimated. For the
Landsat Satellite and the Soybean data sets with 3 local tables, the proposed
model did not generate coalitions, so the results obtained using the model are
the same as for the baseline model. These results were omitted in the rest of the
paper.

4.1 Classi�cation quality

Table 1 shows the values of classi�cation quality measures obtained for the pro-
posed model and the baseline model. The higher value of classi�cation accuracy is
shown in bold. As can be seen, in the vast majority of cases, the proposed model
generates better results. Improvements in classi�cation accuracy were obtained
regardless of the degree of dispersion, the used stop criterion or the analyzed
data set. Statistical test was performed in order to con�rm the importance in
the di�erences in the obtained results acc. The received classi�cation accuracy
values were divided into two dependent data samples, each consisting of 39 ob-
servations. It was con�rmed by the Wilcoxon test that the di�erence between the
classi�cation accuracy for both groups is signi�cant with the level p = 0.0001.
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Table 1. Classi�cation accuracy acc, classi�cation ambiguity accuracy accONE and the
average number of generated decisions set d̄ for the proposed method with coalitions
and the baseline approach without coalitions. SC � Stop criteria, T � No. of tables

T SC Proposed method Baseline method Proposed method Baseline method
acc/accONE/d̄ acc/accONE/d̄ acc/accONE/d̄ acc/accONE/d̄

Landsat Satellite Soybean
5 2 0.890/0.816/1.104 0.875/0.838/1.049 0.889/0.780/1.223 0.865/0.777/1.152

7 0.891/0.821/1.103 0.877/0.842/1.046 0.814/0.682/1.274 0.764/0.699/1.125
12 0.885/0.812/1.094 0.862/0.831/1.045 0.733/0.615/1.291 0.672/0.601/1.145

7 2 0.896/0.824/0.824 0.877/0.844/1.038 0.902/0.814/1.111 0.814/0.726/1.139
7 0.880/0.813/1.090 0.867/0.833/1.043 0.858/0.807/1.105 0.659/0.601/1.122
12 0.885/0.808/1.097 0.865/0.834/1.043 0.804/0.699/1.115 0.601/0.574/1.115

9 2 0.885/0.847/1.055 0.875/0.853/1.032 0.905/0.851/1.064 0.807/0.713/1.145
7 0.868/0.832/1.052 0.872/0.842/1.041 0.861/0.828/1.044 0.635/0.584/1.135
12 0.876/0.831/1.064 0.867/0.840/1.039 0.774/0.747/1.034 0.601/0.557/1.118

11 2 0.895/0.861/1.040 0.872/0.851/1.031 0.868/0.841/1.057 0.791/0.740/1.074
7 0.887/0.856/1.036 0.870/0.848/1.029 0.872/0.845/1.044 0.615/0.571/1.122
12 0.884/0.853/1.037 0.867/0.847/1.025 0.801/0.794/1.010 0.341/0.304/1.071

Vehicle Silhouettes
3 2 0.819/0.516/1.382 0.780/0.665/1.236

7 0.839/0.488/1.417 0.795/0.673/1.252
12 0.827/0.480/1.413 0.776/0.657/1.236

5 2 0.768/0.701/1.142 0.756/0.669/1.098
7 0.760/0.673/1.197 0.736/0.634/1.110
12 0.732/0.642/1.189 0.732/0.622/1.110

7 2 0.776/0.697/1.181 0.783/0.705/1.114
7 0.772/0.638/1.268 0.748/0.677/1.118
12 0.780/0.657/1.252 0.736/0.661/1.114

9 2 0.740/0.689/1.067 0.752/0.669/1.118
7 0.720/0.701/1.047 0.732/0.685/1.063
12 0.717/0.677/1.055 0.732/0.665/1.114

11 2 0.791/0.744/1.087 0.717/0.665/1.083
7 0.783/0.732/1.063 0.736/0.677/1.071
12 0.756/0.720/1.047 0.713/0.650/1.075

4.2 Rules' quality

Tables 2, 3 and 4 show the values of measures determining the rules' quality
obtained for the data for the proposed and baseline approach. For con�dence,
support and length, the minimum and the maximum values obtained for the
generated rules, as well as the average of values obtained for all rules with the
standard deviation, are given. Results are given for di�erent degrees of disper-
sion (number of tables) and di�erent values of the stop criteria. For each degree
of dispersion, the best average value (highest for con�dence and support, low-
est for length) obtained and the smallest number of rules generated are shown
in bold. As can be seen, for lower values of the stop criterion, we get rules
with higher con�dence but smaller support. This can be concluded that rules
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generated based on more expanded trees, better justify the connection between
conditions and decision. The next conclusion is quite natural, for larger values of
the stop criterion (by limiting the trees' growth) we get shorter rules and their
number is smaller.

Table 2. Con�dence, support and length of the rules generated by the proposed and
the baseline method (Vehicle Silhouettes). SC � Stop criteria, T � No. of tables

T SC Rules' con�dence Rules' support Rules' length No.
Min/Max/AVG/SD Min/Max/AVG/SD Min/Max/AVG/SD rules

Proposed method
3 2 0.200/1/0.660/0.273 0.004/0.173/0.021/0.033 3/12/6.938/2.358 64

7 0.111/1/0.625/0.258 0.004/0.177/0.023/0.035 3/11/6.525/2.227 59
12 0.200/1/0.639/0.241 0.004/0.173/0.025/0.035 3/11/6.173/2.101 52

5 2 0.143/1/0.655/0.281 0.004/0.185/0.020/0.033 3/14/6.907/2.529 97
7 0.111/1/0.605/0.268 0.004/0.185/0.024/0.035 3/14/6.578/2.475 83
12 0.111/1/0.593/0.270 0.004/0.185/0.027/0.037 3/12/5.986/2.223 71

7 2 0.125/1/0.644/0.270 0.004/0.161/0.026/0.037 1/13/6.781/2.587 73
7 0.091/1/0.584/0.276 0.004/0.161/0.028/0.038 1/12/6.212/2.390 66
12 0.091/1/0.596/0.263 0.004/0.154/0.034/0.040 1/11/5.804/2.271 56

9 2 0.111/1/0.649/0.276 0.004/0.177/0.022/0.034 2/11/6.333/1.868 150
7 0.100/1/0.605/0.288 0.004/0.177/0.024/0.036 2/10/5.852/1.774 135
12 0.091/1/0.589/0.285 0.004/0.177/0.027/0.036 2/10/5.593/1.714 118

11 2 0.071/1/0.630/0.273 0.004/0.193/0.027/0.038 2/9/5.878/1.756 164
7 0.091/1/0.611/0.263 0.004/0.193/0.033/0.040 2/9/5.348/1.636 138
12 0.091/1/0.592/0.260 0.004/0.193/0.037/0.043 1/8/4.992/1.497 120

Baseline method
3 2 0.111/1/0.673/0.273 0.004/0.173/0.027/0.037 2/12/6.167/1.979 72

7 0.167/1/0.641/0.269 0.004/0.177/0.03/0.038 2/12/5.848/2.091 66
12 0.167/1/0.605/0.261 0.004/0.177/0.032/0.039 2/10/5.441/1.844 59

5 2 0.111/1/0.633/0.633 0.004/0.185/0.030/0.038 2/9/5.388/1.470 103
7 0.067/1/0.58/0.268 0.004/0.185/0.035/0.042 2/8/4.874/1.413 87
12 0.067/1/0.581/0.271 0.004/0.185/0.044/0.044 2/6/4.29/1.105 69

7 2 0.071/1/0.582/0.271 0.004/0.181/0.033/0.040 1/10/5.165/1.697 127
7 0.091/1/0.574/0.259 0.004/0.181/0.04/0.043 1/8/4.608/1.509 102
12 0.111/1/0.566/0.252 0.004/0.181/0.052/0.045 1/7/4/1.271 78

9 2 0.050/1/0.553/0.263 0.004/0.217/0.038/0.044 2/9/4.674/1.449 132
7 0.05/1/0.537/0.273 0.004/0.232/0.048/0.047 2/8/4.151/1.257 106
12 0.048/1/0.551/0.264 0.004/0.217/0.061/0.050 1/7/3.675/1.163 83

11 2 0.036/1/0.523/0.252 0.004/0.181/0.041/0.046 2/8/4.437/1.369 151
7 0.036/1/0.518/0.243 0.004/0.185/0.052/0.049 2/8/3.866/1.173 119
12 0.095/1/0.525/0.242 0.004/0.185/0.067/0.055 1/6/3.44/1.061 91

In order to con�rm the importance in the di�erences of the obtained measures
(con�dence, support and length) in relation to di�erent stop criterion, statisti-
cal tests were performed. The results were grouped depending on the stop crite-
rion, three dependent samples, were created. The Friedman test was used. There
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Table 3. Con�dence, support and length of the rules generated by the proposed and
the baseline method (Landsat Satellite). SC � Stop criteria, T � No. of tables

T SC Rules' con�dence Rules' support Rules' length No.
Min/Max/AVG/SD Min/Max/AVG/SD Min/Max/AVG/SD rules

Proposed method
5 2 0.043/1/0.646/0.288 0.001/0.187/0.010/0.028 3/18/8.645/2.763 313

7 0.043/1/0.637/0.283 0.001/0.188/0.012/0.030 3/17/8.209/2.838 268
12 0.043/1/0.623/0.281 0.001/0.187/0.014/0.032 3/17/7.927/2.899 233

7 2 0.050/1/0.665/0.280 0.001/0.186/0.010/0.026 3/19/8.907/2.891 332
7 0.050/1/0.634/0.276 0.001/0.186/0.011/0.027 3/19/8.524/2.971 290
12 0.037/1/0.626/0.276 0.001/0.186/0.013/0.029 3/19/8.313/3.060 252

9 2 0.067/1/0.663/0.272 0.001/0.185/0.011/0.029 3/19/8.959/3.361 365
7 0.053/1/0.654/0.270 0.001/0.184/0.013/0.031 2/19/8.477/3.314 302
12 0.053/1/0.634/0.266 0.001/0.184/0.015/0.032 2/19/8.348/3.410 273

11 2 0.045/1/0.656/0.276 0.001/0.196/0.010/0.027 3/17/8.728/2.752 643
7 0.048/1/0.630/0.277 0.001/0.195/0.012/0.029 3/17/8.336/2.761 560
12 0.048/1/0.632/0.270 0.001/0.195/0.013/0.031 2/17/8.109/2.814 494

Baseline method
5 2 0.083/1/0.633/0.270 0.001/0.187/0.012/0.030 3/15/8.161/2.410 348

7 0.056/1/0.597/0.277 0.001/0.188/0.013/0.032 2/14/7.679/2.312 296
12 0.056/1/0.603/0.277 0.001/0.187/0.016/0.034 2/14/7.325/2.411 252

7 2 0.063/1/0.608/0.279 0.001/0.187/0.014/0.033 3/15/7.731/2.383 401
7 0.063/1/0.604/0.266 0.001/0.187/0.018/0.036 2/14/7.201/2.396 318
12 0.080/1/0.606/0.261 0.001/0.187/0.020/0.038 2/14/7.080/2.441 275

9 2 0.045/1/0.599/0.286 0.001/0.196/0.017/0.038 3/14/7.005/2.144 419
7 0.040/1/0.583/0.280 0.001/0.195/0.022/0.042 2/14/6.571/2.188 324
12 0.045/1/0.575/0.281 0.001/0.194/0.025/0.045 2/13/6.279/2.177 276

11 2 0.053/1/0.594/0.280 0.001/0.199/0.020/0.041 3/14/6.668/1.985 440
7 0.043/1/0.573/0.286 0.001/0.199/0.024/0.044 2/13/6.184/1.926 358
12 0.043/1/0.581/0.276 0.001/0.199/0.029/0.047 2/13/5.950/2.004 300

were statistically signi�cant di�erences in the results of con�dence, support and
length obtained for di�erent stop criterion being considered. The following re-
sults were obtained: for con�dence χ2(26, 2) = 36.538, p = 0.000001; for support
χ2(26, 2) = 46.231, p = 0.000001; for length χ2(26, 2) = 52, p = 0.000001. Ad-
ditionally, we con�rmed (by using the Wilcoxon test) that the di�erences in
con�dence, support and length are signi�cant between each-pair of stop crite-
rion values. Comparative box-whiskers charts for the results with three values
of stop criterion were created (Fig. 1). Based on the charts, we can see that
the greatest di�erences in results divided into stop criterion were obtained for
support and length (here the boxes are located farthest from each other). Thus,
using a larger stop criterion reduces the length of the rules and increases support
to a greater extent than it reduces con�dence.

Table 5 presents a comparison of the average values of rules' con�dence,
support and length generated by the proposed and baseline method. The higher
values of con�dence, support and lower values of rules' length are shown in bold.
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Table 4. Con�dence, support and length of the rules generated by the proposed and
the baseline method (Soybean). SC � Stop criteria, T � No. of tables

T SC Rules' con�dence Rules' support Rules' length No.
Min/Max/AVG/SD Min/Max/AVG/SD Min/Max/AVG/SD rules

Proposed method
5 2 0.091/1/0.734/0.282 0.003/0.142/0.032/0.034 3/12/5.337/1.872 89

7 0.100/1/0.668/0.286 0.003/0.142/0.041/0.037 2/9/4.603/1.453 63
12 0.100/1/0.621/0.286 0.003/0.169/0.053/0.043 2/7/3.886/1.112 44

7 2 0.074/1/0.798/0.284 0.003/0.142/0.033/0.035 2/12/5.521/1.785 94
7 0.125/1/0.749/0.287 0.003/0.142/0.041/0.038 2/11/4.944/1.786 72
12 0.093/1/0.692/0.277 0.003/0.145/0.050/0.044 2/9/4.364/1.577 55

9 2 0.125/1/0.758/0.302 0.003/0.142/0.033/0.036 3/10/5.457/1.724 138
7 0.075/1/0.733/0.285 0.003/0.142/0.040/0.036 2/9/4.850/1.440 113
12 0.083/1/0.627/0.277 0.003/0.149/0.049/0.040 2/8/4.300/1.364 80

11 2 0.077/1/0.770/0.286 0.003/0.132/0.031/0.036 2/12/5.917/1.950 132
7 0.071/1/0.739/0.291 0.003/0.155/0.038/0.040 2/11/5.272/1.855 103
12 0.083/1/0.747/0.278 0.003/0.172/0.047/0.043 1/9/4.910/1.834 78

Baseline method
5 2 0.071/1/0.723/0.297 0.003/0.142/0.034/0.038 2/10/5.225/1.650 102

7 0.083/1/0.640/0.281 0.003/0.142/0.045/0.041 2/7/4.362/1.285 69
12 0.100/1/0.557/0.297 0.003/0.169/0.062/0.049 2/6/3.444/0.858 45

7 2 0.056/1/0.685/0.281 0.003/0.132/0.044/0.031 2/9/5.282/1.657 103
7 0.016/1/0.576/0.286 0.003/0.135/0.046/0.038 1/8/4.067/1.352 60
12 0.014/1/0.499/0.305 0.007/0.169/0.070/0.046 1/5/2.824/0.785 34

9 2 0.016/1/0.584/0.330 0.003/0.169/0.033/0.035 1/10/4.817/1.798 109
7 0.056/1/0.514/0.279 0.003/0.169/0.057/0.045 2/6/3.525/1.168 61
12 0.016/1/0.416/0.241 0.010/0.172/0.078/0.055 1/5/2.611/0.980 36

11 2 0.006/1/0.566/0.308 0.003/0.149/0.034/0.036 1/8/4.552/1.445 125
7 0.014/1/0.492/0.292 0.007/0.169/0.063/0.051 1/6/3.034/0.920 59
12 0.015/0.9/0.352/0.240 0.007/0.172/0.083/0.061 1/3/1.970/0.577 33

Fig. 1. Comparison of (a) the average rules' con�dence (b) the average rules' support
(c) the average rules' length obtained for di�erent stop criterion.
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As can be seen in the vast majority of cases better con�dence was obtained
for the proposed method. The creation of coalitions and aggregated tables for
the coalitions made it possible to generate rules that are better representation
of knowledge hidden in data. The con�dence is the most important measure,
it shows how much the rule's conditions actually indicates the decision. Higher
values of support were noted for the baseline approach. However, this measure
only shows the fraction of objects supporting the rule's antecedent and decision
� it does not indicate the actual connection between conditions and decision.
The baseline method produces shorter rules than the proposed method. In most
cases, the average number of conditions in rules is greater by one condition for
the proposed method than for the baseline method. However, this measure is
also less important than con�dence when evaluating the quality of generated
rules. Statistical tests were performed in order to con�rm the importance in
the di�erences in the obtained results of rules' con�dence, support and length.
At �rst, the average values of rules' con�dence in two dependent groups were
analysed � the proposed and the baseline methods. Both groups contained 39
observations each � all results for dispersed data sets. It was con�rmed by the
Wilcoxon test that the di�erence between the averages of rules' con�dence for
both groups is signi�cant with the level p = 0.0001. In an analogous way �
using the Wilcoxon test � the statistical signi�cance of the di�erences between
the averages of rules' support and rules' length were con�rmed, with the level
p = 0.0001 in both cases. Additionally, comparative box-whiskers chart for the
values of rules' con�dence, support and length was created (Fig. 2). The biggest
di�erence can be noticed in the case of rules' con�dence � the boxes are located in
di�erent places, do not overlap in any part. The di�erence in rules' con�dence is
the most signi�cant for us, it shows that the knowledge generated when using the
proposed method is of much better quality than for the non-coalitions approach.

Fig. 2. Comparison of (a) the average rules' con�dence (b) the average rules' support
(c) the average rules' length obtained for the proposed method and the baseline method.
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Table 5. Comparison of the average con�dence, support and length of rules obtained
for the proposed and the baseline methods. SC � Stop criteria, T � No. of tables

T SC Rules' con�dence Rules' support Rules' length
Proposed Baseline Proposed Baseline Proposed Baseline

Vehicle Silhouettes
3 2 0.660 0.673 0.021 0.027 6.938 6.167

7 0.625 0.641 0.023 0.03 6.525 5.848

12 0.639 0.605 0.025 0.032 6.173 5.441

5 2 0.655 0.633 0.020 0.030 6.907 5.388

7 0.605 0.58 0.024 0.035 6.578 4.874

12 0.593 0.581 0.027 0.044 5.986 4.290

7 2 0.644 0.582 0.026 0.033 6.781 5.165

7 0.584 0.574 0.028 0.04 6.212 4.608

12 0.596 0.566 0.034 0.052 5.804 4

9 2 0.649 0.553 0.022 0.038 6.333 4.674

7 0.605 0.537 0.024 0.048 5.852 4.151

12 0.589 0.551 0.027 0.061 5.593 3.675

11 2 0.630 0.523 0.027 0.041 5.878 4.437

7 0.611 0.518 0.033 0.052 5.348 3.866

12 0.592 0.525 0.037 0.067 4.992 3.44

Landsat Satellite
5 2 0.646 0.633 0.010 0.012 8.645 8.161

7 0.637 0.597 0.012 0.013 8.209 7.679

12 0.623 0.603 0.014 0.016 7.927 7.325

7 2 0.665 0.608 0.010 0.014 8.907 7.731

7 0.634 0.604 0.011 0.018 8.524 7.201

12 0.626 0.606 0.013 0.020 8.313 7.080

9 2 0.663 0.599 0.011 0.017 8.959 7.005

7 0.654 0.583 0.013 0.022 8.477 6.571

12 0.634 0.575 0.015 0.025 8.348 6.279

11 2 0.656 0.594 0.010 0.020 8.728 6.668

7 0.630 0.573 0.012 0.024 8.336 6.184

12 0.632 0.581 0.013 0.029 8.109 5.950

Soybean
5 2 0.734 0.723 0.032 0.034 5.337 5.225

7 0.668 0.640 0.041 0.045 4.603 4.362

12 0.621 0.557 0.053 0.062 3.886 3.444

7 2 0.798 0.685 0.033 0.132 5.521 5.282

7 0.749 0.576 0.041 0.046 4.944 4.067

12 0.692 0.499 0.050 0.070 4.364 2.824

9 2 0.758 0.584 0.033 0.033 5.457 4.817

7 0.733 0.514 0.040 0.057 4.850 3.525

12 0.627 0.416 0.049 0.078 4.300 2.611

11 2 0.770 0.566 0.031 0.034 5.917 4.552

7 0.739 0.492 0.038 0.063 5.272 3.034

12 0.747 0.352 0.047 0.083 4.910 1.970
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5 Conclusion

The paper presents a classi�cation model for data stored independently in several
decision tables. We assume that the sets of conditional attributes in all tables are
equal. The proposed model creates coalitions of tables containing similar data �
more precisely, similar attributes' values. For the coalitions aggregated tables are
created. Decision trees are generated based on these tables. The study compared
the proposed model with a model in which coalitions are not used. An analysis
of the quality of rules generated by the model and the e�ect of the stop criterion
on the results was also made. It was shown that the proposed model generates
signi�cantly better classi�cation accuracy than the model without coalitions.
Also, the rules generated by the proposed model have signi�cantly higher con�-
dence than the rules generated by the baseline model. The use of larger values
of stop criterion has less e�ect on reducing rules' con�dence, while it has greater
e�ect on increasing support and reducing rules' length. In the future work, it is
planned to consider the variation of conditional attributes' values within each
decision class for generating coalitions of local tables.
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