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Abstract. Many machine learning models are applied on facial expres-
sion classi�cation and there are three main issues a�ecting the perfor-
mance of any algorithms in classifying emotions based on facial expres-
sions, and these issues include image illumination, image quality and par-
tial features recognition. Many approaches have been proposed to handle
these issues. Unfortunately, one of the main challenges in detecting and
classifying facial expression process is minimal di�erences of features be-
tween di�erent types of emotions that can be used to di�erentiate these
di�erent types of emotions. Thus, there is a need to enrich each type
of emotion with more relevant extracted features by having a more ef-
fective approach to extract features that can be used to represent each
type of emotions more e�ectively and e�ciently. This work addresses
the issue of improving the emotion recognition accuracy by introducing
a novel hybrid approach that combines the Depth Active Appearance
Model (DAAM) and Deep Convolutional Neural Networks (DCNNs).
The proposed DAAM and DCNNs model can be used to assist one in
identifying emotions and classify learner involvement and interest in the
topic which are plotted as feedback to the instructor to improve learner
experience. The proposed method is evaluated on two publicly available
datasets namely, JAFFE and CK+ and the results are compared to the
state-of-the-art results. The empirical study showed that the proposed
DAMM-CNNs hybrid method managed to perform the face expression
recognition with 97.4% for the JAFFE dataset and 96.9% for the CK+
dataset.
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1 Introduction

As early as the twentieth century, Ekman and Friesen[1] de�ned six basic emo-
tions based on cross-culture study [2], which indicated that humans perceive
certain basic emotions in the sameway regardless of culture [3]. These prototyp-
ical facial expressions are anger, disgust, fear, happiness, sadness, and surprise.
Motivations are closely related to emotions. An emotion is a mental and physi-
ological feeling state that directs our attention and guides our behaviour. There
is a need to detect and classify one's emotion in classroom with more e�ectively
and e�ciently as emotions a�ect learning and education. This is due to the fact
that students' emotional experiences can impact on their ability to learn, their
engagement in school, and their career choices. In fact, facial expression is the
most frequently used nonverbal communication mode by the students in the
virtual classroom. In addition to that the facial expressions of the students are
signi�cantly correlated to their emotions which helps to recognize their compre-
hension towards the lecture [4].

Emotion detection and classi�cation can be performed based on neurophysi-
ological measurements, behaviour patterns, speech [6] and facial expressions [7].
Electroencephalography (EEG) received considerable attention from researchers,
since it can provide a simple, cheap, portable, and ease-to-use solution for iden-
tifying emotions [8]. However, this approach requires intervention during the
process of learning and it does not provide a seamless approach to detect and
recognize emotions. In a classroom, body movements and gestures can also be
used to detect and classify students' emotions. Analyzing body movements and
gestures also helps in emotion detection with the help of machine learning [9].
The body movements, posture, and gestures change signi�cantly with changes in
emotions. This is the reason why we can generally guess a person's basic mood
with a combination of his hand/arm gestures and body movements. However,
body movements and gestures are seldom used to assess emotion in classroom
due to the limitation of body movements and gestures during the process of learn-
ing [10]. In speech emotion recognition, several di�erent classi�ers and di�erent
methods for features extraction can be developed to analyze extracted features
that include Mel-frequency cepstrum coe�cients (MFCC) and modulation spec-
tral (MS) features [5]. A recurrent neural network (RNN), multivariate linear
regression (MLR) and support vector machines (SVM) techniques are widely
used in the �eld of emotion recognition for spoken audio signals.

Facial Recognition is a useful emotion detection technique in which through
the identi�cation of facial features using machine learning (e.g., deep learning),
features of important facial regions are extracted and analyzed to classify facial
expressions [11]. Major facial features used in emotion detection through ma-
chine learning and these features include eyes, nose, lips, jaw, eyebrows, mouth
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(open/close), and more. By having an e�cient and e�ective feature extraction
method, more enriched facial representation can be obtained for e�ective emo-
tion detection through identifying facial features. One of the main challenges in
detecting and classifying facial expression process is the limitation in extracting
relevant features that can be used to di�erentiate di�erent types of emotions.
In addition to that, insu�cient datasets used for training, data bias and incon-
sistent annotations are very common among di�erent facial expression datasets
due to di�erent collecting conditions and the subjectiveness of annotating. In
fact, it remains challenging for most researchers to design and implement algo-
rithms to classify facial expressions under di�erent light conditions, poses, and
backgrounds and across people of di�erent ages, genders, and ethnicities [12].

Although pure expression recognition based on only visible face images can
achieve promising results, incorporating with other models into a high-level
framework can provide complementary information and further enhance the ro-
bustness although this will add more complexities in designing and analyzing
the results produced by multi modals [13]. Nevertheless, the fusion of other
modalities, such as infrared images, depth information from 3D face models and
physiological data, is becoming a promising research direction due to the large
complementarity for facial expressions.

Thus, there is a need to enrich each type of emotion with more relevant ex-
tracted features by having a more e�ective approach to extract features that can
be used to represent each type of emotions more e�ectively and e�ciently. This
work addresses the issue of improving the emotion recognition accuracy by in-
troducing a novel hybrid approach that combines the Depth Active Appearance
Model (DAAM) [15] and Deep Convolutional Neural Networks (DCNNs). DAAM
is a well-known statistical model that is used to detect face model by training
the image and matching with new image through shape and appearance of the
image which e�ciency in detecting face position. DAAM has better performance
than other methods in eliminations of the in�uence of di�erent facial region size,
head pose and lighting condition and thus can e�ectively increase the recognition
accuracy [16]. DCNNs is well known a deep learning algorithm that is used in
computer vision task such as face recognition or object detection. As it has been
shown that the method combining Active Appearance Model (AAM) and deep
learning achieves signi�cant segmentation accuracy in Prostate segmentation on
3D MR images [17], it is expected that the proposed DAAM-DCNNs hybrid
approach to emotion classi�cation is able to perform better than the stand alone
CNNs methods. The proposed DAAM and DCNNs model can further be used to
assist us in identifying emotions and classify learner involvement and interest in
the topic which are plotted as feedback to the instructor to improve learner ex-
perience [18]. In this paper, the e�ects of using di�erent values of the parameters
used in the DCNNs are also investigated. These parameters include the number
of epochs, the percentages of dropout and validation dataset used in this work.

The remainder of this paper is organized as follows. Section 2 discusses re-
lated works in emotion detections and classi�cations. Section 3 presents the
formalization of the novel hybrid approach that combines the Depth Active Ap-
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pearance Model (DAAM) and Deep Convolutional Neural Networks (DCNNs)
in detecting and classifying emotions. Section 4 describes the experimental setup
and discusses the obtained results related to emotion detections and classi�ca-
tions. Finally, the paper is concluded in Section 5 by drawing a conclusion and
providing some future works.

2 Related Works

CNN has been extensively used in diverse computer vision applications, includ-
ing Face Expression Recognition [19], increase agriculture productivity [20] and
diseases detection [21]. This section presents several related works according to
three categories; total solution for face expression recognition uing CNN, feature
extractions using CNN and �nally applying CNN as the main classi�ers.

2.1 Complete Solutions for Face Expression Recognition

There are several well-known CNN architectures used in diverse computer vision
applications. For face expression recognition, AlexNet [22][23], VGGNet [24][25]
and Inception [26] are well-known CNN architectures.

AlexNet contains eight layers with weights; the �rst �ve are convolutional
and the remaining three are fully connected.[22] In facial expression recognition,
AlexNet network can be improved by the aid of Batch Normalization (BN) layer
to the existing network.[27] In contrast, VGG16 contains sixteen layers with
weights in which the �rst thirteen are convolutional and the remaining three are
fully connected. Meanwhile, the VGG19 contain nineteen layers with weights in
which the �rst sixteen are convolutional and the remaining three are fully con-
nected.[25] With VGGNet deep convolutional neural network, having a deeper
network architecture and a 3×3 small convolution kernel and a 2×2 small pool
kernel, the recognition rate is signi�cantly improved, and the number of pa-
rameters is only slightly larger than that of the shallow layer.[24] Inception V3
has 22 layers with weights deep network, the �rst twenty one are convolutional
and the remaining one is a fully connected.[28] Agrawal and Mittal investigated
the e�ects of CNN parameters namely kernel size and number of �lters on the
classi�cation accuracy using the FER-2013 dataset.[19]

A Faster R-CNN (Faster Regions with Convolutional Neural Network Fea-
tures) [29] for facial expression recognition has been proposed that utilizes Region
Proposal Networks (RPN) [30]. Firstly, the facial expression image is normalized
and the implicit features are extracted by using the trainable convolution kernel.
Then, the maximum pooling is used to reduce the dimensions of the extracted
implicit features. After that, RPNs [30] is used to generate high-quality region
proposals, which are used by Faster R-CNN for detection. Finally, the Softmax
classi�er and regression layer is used to classify the facial expressions and predict
boundary box of the test sample, respectively. It was reported that the mean
Average Precision (mAP) is around 0.82.
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Facial expression recognition using E�cient Local Binary Pattern (LBP)
for feature extraction and General Regression Neural Network (GRNN) [31]
for classi�cation has also been presented. GRNN trains the network faster and
does not require iterative training procedure. The proposed algorithm with the
optimum window sizes of 64×64 improves the recognition rate.

Real-time convolutional neural networks for emotion and gender classi�cation
has also been studied [32]. In this work, two models were proposed in which they
are evaluated in accordance to their test accuracy and number of parameters.
The �rst model relies on the idea of eliminating completely the fully connected
layers. The second architecture combines the deletion of the fully connected
layer and the inclusion of the combined depth-wise separable convolutions and
residual modules. They reported accuracies of 96% in the IMDB gender dataset
and 66% in the FER-2013 emotion dataset.

A Video-based Emotion Recognition Using Deeply-Supervised CNN (DSN)
architecture has been proposed to recognition emotion in Video [33]. The pro-
posed DSB takes the multi-level and multi-scale features extracted from di�er-
ent convolutional layers to provide a more advanced representation of emotion
recognition. CNN and LSTM based facial expression analysis model for a hu-
manoid robot was also proposed and studied. First, a convolutional neural net-
work (CNN) is used to extract visual features by learning on a large number
of static images. Second, a long short-term memory (LSTM) recurrent neural
network is used to determine the relationship between the transformation of fa-
cial expressions in image sequences and the six basic emotions. Third, CNN and
LSTM are combined to exploit their advantages in the proposed model [34].

2.2 Applying Image Pre-Processing Prior to CNNs Classi�cation

A simple solution for facial expression recognition that uses a combination of
Convolutional Neural Network and speci�c image pre-processing steps has also
been proposed [35]. In this work, several pre-processing techniques are applied to
extract only expression speci�c features from a face image and explore the presen-
tation order of the samples during training. The proposed method achieved com-
petitive results when compared with other facial expression recognition methods
with 96.76% of accuracy in the CK+ database [36].

Automatic facial expression recognition based on a deep convolutional-neural-
network structure is also introduced in which a face detection based on Haar-Like
Feature is applied before feeding them into the CNNs for facial expression recog-
nition [37]. The best recognition result is obtained when the learning rate, η, is
0.5 in JAFFE [38], and 0.7 in CK+ [36].

A 3D facial expression recognition (FER) algorithm using convolutional neu-
ral networks (CNNs) and landmark features and masks was introduced by Huiyuan
and Lijun [39], which is invariant to pose and illumination variations due to the
solely use of 3D geometric facial models without any texture information. The re-
sults show that the CNN model bene�ts from the masking, and the combination
of landmark and CNN features can further improve the 3D FER accuracy
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2.3 Features Extraction Using CNNs Coupled with Other Machine

Learning Classi�ers

Several works have been conducted in which the deep neural network (partic-
ularly a CNN) is used as a feature extraction tool and then apply additional
independent classi�ers such as Random Forest (RF), Support Vector Machine
(SVM) and k Nearest Neighbour (k-NN).

For instance, a novel method for automatically recognizing facial expressions
using Deep Convolutional Neural Network(DCNN) features and SVM is pro-
posed [40]. In this work, automatic facial expression recognition using DCNN fea-
tures is investigated. Two publicly available datasets CK+ [36] and JAFFE [38]
are used to carry out the experiment. Pre-processing step involves detecting and
cropping the frontal faces using OpenCV2. Then facial features are extracted
using the DCNN framework and the facial expression classi�cation is performed
using a SVM.

Another facial expression recognition method has also been introduced that
makes full use of CNNs to detect face features globally and locally and then
combines these global and local generic features for improving accuracy in facial
expression recognition using the Support Vector Machine (SVM) classi�er.

3 DAAM-DCNNs Hybrid Approach to Facial Expression

Recognition

The methodology of the paper consists of three parts (i.e., face detection, face
alignment, feature re�nement, classi�cation) which is in Fig. 1 described below.

Before applying Active Appearance Model, �rstly we collect enough face
images with various shapes as training set. The faces are automatically detected
using viola Jones algorithm, which is one of the most used algorithms for face
detection, the system is trained with face and non-face images, this technique
can easily detect single and multiple faces from images and video. Next, an
a�ne transformation (rotation, scaling and translation) is used to normalize
the face geometric position [41]. This transformation allows creating perspective
distortion. The a�ne transformation is used for scaling, skewing and rotation.
At the end of this process, all faces across an entire dataset will:

1. Be centered in the image
2. Be rotated that such the eyes lie on a horizontal line (i.e., the face is rotated

such that the eyes lie along the same y-coordinates)
3. Be scaled such that the size of the faces are approximately identical

Finally, these captured faces are then passed to the DAAM algorithm for
feature re�nement in order to obtain the mean shape of all the faces in order to
construct shape model for facial expression classi�cation. In feature re�nement,
the Depth Active Appearance Model (DAAM) [42] method is incorporated for
both shape and texture information from facial images which has shown strong
potential in a variety of facial recognition technologies. AAM allows accurate,
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Fig. 1: DAAM-DCNNs Hybrid framework for Facial Expression Recognition sys-
tem

real-time tracking of human faces in 2D and can be extended to track faces in
3D by constraining its �tting with a linear 3D morphable model. It then was
extended to Depth Active Appearance Model (DAAM) [15], where a new con-
straint is introduced into AAM �tting that uses depth data from a commodity
RGBD camera (Kinect). AAD consists of two combined models: Shape and Tex-
ture models. The shape model represents the shape of each model image and the
texture model warps each image so that its landmark points match the mean
shape. The PCA is applied to the normalized values and the model of texture.

3.1 Convolutional Neural Network

Fig. 2 displays the architecture of the CNN model. The CNN architecture com-
prises 3 layers: two consecutives convolutional-pooling layers and a fully-connected
classi�cation layer. The two convolutional pooling layers use the same �xed 5 x
5 convolutional kernel and 2 x 2 pooling kernel, but have 64 and 128 neurons,
respectively. The last layer has 256 neurons, which are all connected to the �nal
six neurons for all siz types of facial expression classi�cation.

In this work we apply a deep learning algorithm (e.g., Convolutional Neural
Network) in implementing the facial expression recognition. The input image was
an RGB image of 224x224 pixels. So, input size = 224x224x3. The Convolution
layer applies a 2D convolution of the input feature maps and a convolution ker-
nel. The �rst hidden layer is a convolutional layer that applies 64 �lters with size
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Fig. 2: CNN architecture comprises 3 layers: two consecutives convolutional-
pooling layers and a fully-connected classi�cation layer.

5x5 each and stride 1x1. Then, the second hidden layer is the Pooling layer

that applies a Max pooling function over a spatial window without overlapping
(pooling kernel) per each output feature map. This helps to reduce processing
time and also helps to reduce over�tting. Each Max Pooling layer has con�gu-
ration � windows size = 2x2 and stride = 2x2. Thus, we half the size of the
image at every Pooling layer. The third hidden layer is a Convolutional layer
that uses 128 �lters with size 5x5 each and stride 1x1. Then the fourth hidden
layer will be the Pooling layer that applies a Max pooling function. Each Max
Pooling layer has con�guration � windows size = 2x2 and stride = 2x2. Thus,
we half the size of the image at every Pooling layer.

Then next is a Flatten layer that converts the 2D matrix data (7x7)x128
kernels to a 1D vector with 6272 parameters before building the fully connected
layers. After that we will use a Fully connected layer with 17x17x128 = 6272
neurons and Relu activation function. Then, we will use a regularization layer
called Dropout. It is con�gured to randomly exclude 20% of neurons in the layer
in order to reduce over�tting. Finally, the output layer which has 7 neurons
for the 7 classes and a Softmax activation function to output probability-like
predictions for each class that includes happiness, surprise, anger, sadness, fear,
disgust, and neutral.

4 Experimental Setup and Results

In this work, the e�ects of CNN parameters namely the number of epoch, the per-
centage of dropout for the fully connected network (see Fig. 2) and the percent-
ages of validation datasets are investigated using the CK+ [43] and JAFFE [44]
datasets.

4.1 Datasets

In this work, two publicly available facial expression datasets were used to
evaluate the proposed DAAM-DCNN hybrid method, namely CK+ [43] and
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JAFFE [44] datasets. CK+ dataset includes 327 video sequences acted out by
118 participants which is labeled with one of these motions: anger, contempt,
disgust, fear, happiness, sadness and surprise. Each sequence of video consists of
approximately 15 to 35 frames, only last frame is used to recognize facial expres-
sion. Every sequence starts with the neutral emotion and the last frame depicts
the emotion and only last frame is used to recognize facial expression which is
for the corresponding label. Japanese Female Facial Expression (JAFFE) [44]
consists 213 facial expressions acted by ten subjects. It consists of 30 anger, 29
disgust, 32 fear, 31 happiness, 30 neutral, 31 sadness and 30 surprise expressions.
All 327 sequences of the CK+dataset and 213 images from JAFFE dataset are
used for evaluating the proposed model.

4.2 Investigated Parameters

In this experiment, we vary the number of epochs in order to observe the per-
formance of the proposed DAAM-DCNN hybrid method. We also vary the per-
centage of dropout and also the percentage number of samples used to validate
the performance of the proposed DAAM-DCNN hybrid method. All the values
for all the parameters used in this experiment are listed in Table 2.

Table 1: Values of parameters Investigated in this work.

Parameters
Data Sets Epoch % of Dropout % of Validation Dataset Used

CK+ 15, 30, 50, 100 5, 10, 25, 50 10, 20, 30, 40
JAFFE 15, 30, 50, 100 5, 10, 25, 50 10, 20, 30, 40

In the DAAM-DCNNs method, the initial values for the number of epochs
(E), the percentage of dropout (D) and validation dataset (V) are set to 15,
25 and 20 respectively. Then, the best value for E is determined by varying its
values (e.g., 13, 30, 50 and 100) and at the same time maintaining the values
for D and V. Once, the best value for E has been determined, this value is then
used to determine the best value for D by varying its values (e.g., 5, 10, 25 and
50) and at the same time maintaining the values for V. Finally, once the best
value for D has been determined, these E's and D's values are then used to
determine the best value for V by varying its values (e.g., 10, 20, 30 and 40) and
at the same time maintaining the values for E and D.

Once all the parameters' values are determined that will produce the opti-
mise recognition rate for the two publicly available datasets, JAFFE and CK+,
the same setting will be used to determine the recognition rate for CNN alone
without the DAAM preprocessing steps. THe recognition rate obtained will then
be compared to the one obtained from the DAAM-DCNNs framework. The re-
sults obtained on this work will also be compared to the all results that were
published previously [45][46].
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4.3 Results and Discussion

Table 2: Comparison of recognition rate with di�erent values of epochs, dropouts
and validation percentages.

Recognition Rate
Dataset V (Validation), D (Dropout), E (Epoch) Values Acc (%)

CK+

D = 25%, V = 20%, Epoch

15 66.8
30 75.0
50 76.5
100 77.5

E = 100, V = 20%, Dropout (%)

5 86.3
10 85.1
25 80.2
50 75.6

E = 100, D = 5%, Validation (%)

10 87.2
20 91.3
30 93.9
40 96.9

JAFFA

D = 25%, V = 20%, Epoch

15 80.7
30 78.9
50 83.2
100 85.8

E = 100, V = 20%, Dropout (%)

5 92.8
10 89.3
25 83.2
50 75.1

E = 100, D = 5%, Validation (%)

10 93.6
20 92.8
30 97.4
40 96.4

Table 2 tabulates all the results obtained in work. In this work, the e�ects
of varying the values for the number of epoch, the percentage of dropout for the
fully connected network (see Fig. 2) and the percentages of validation datasets
are investigated. As shown in Table 2, V stands for the percentage of validation
dataset,D stands for the percentages of dropout and the E stands for the number
of epoch used in the experiments.

JAFFE Dataset As for the JAFFE dataset, the best recognition rate was
97.4% in which the values for epoch, dropout percentage and percentage of sam-
ples used for validation were 100, 5% and 30% respectively for dataset JAFFE.
It can be observed that the number of epochs has positive relationship with the
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recognition rate. The higher is the epoch number, the better is the recognition
rate as shown in Table 2. Based on Table 2, the best recognition rate is 85.8%
having epoch's, dropout's and validation's values of 100, 25% and 20%. Since
epoch of 100 produced highest recognition rate, this epoch's value is maintained
and we vary other parameters' values (e.g., dropout's and validation's percent-
age). Based on the results obtained, a higher recognition rate can be obtained
when the dropout percentage value is lowered to 5% as shown in Table 2. It
can be observed that, the lower the dropout's value, the better is the recogni-
tion rate of the proposed DAAM-DCNN hybrid method. At this point the best
recognition rate is 92.8%.

Finally, as the epoch's and dropout's values are maintained as 100 and 5%,
the value of the percentage of validation dataset is varied and based on the
results, it showed that the best recognition rate can be achieved is 97.4%, when
the percentage of validation dataset is set to 30% as shown in Table 2.

CK+ Dataset As for the CK+dataset, the best recognition rate was 97.4% in
which the values for epoch, dropout percentage and percentage of samples used
for validation were 100, 5% and 30% respectively. When observing the patterns
of recognition rate with respect to the number of epochs, percentage of dropout
and also the percentage of samples used for validations, similar patterns can
be observed in which the number of epoch has positive relationship with the
recognition rate. The higher is the epoch number, the better is the recognition
rate as shown in Table 2. Based on Table 2, the best recognition rate for CK+
dataset is 77.5% having epoch's, dropout's and validation's values of 100, 25%
and 20%.

Similarly, the epoch's value of 100 is maintained in order to produce better
recognition rate, other parameters' values are varied (e.g., dropout's and valida-
tion's percentage). Based on the results obtained, a higher recognition rate can
be obtained when the dropout percentage value is lowered to 5% as shown in
Table 2. It also can be observed that, the lower the dropout's value, the better
is the recognition rate of the proposed DAAM-DCNN hybrid method. At this
point the best recognition rate is 86.3%. Finally, as the epoch's and dropout's
values are maintained as 100 and 5%, the value of the percentage of validation
dataset is varied and based on the results, it showed that the best recognition
rate can be achieved is 96.9%, when the percentage of validation dataset is set to
40% as shown in Table 2. Table 3 shows the recognition rate of the CNN alone
without the DAAM preprocessing stage with prede�ned parameters'values for
the number of epochs, the percentages of dropouts and percentages of validation
dataset used. Based on Table 3 , the recognition rates obtained for the CK+ and
JAFFA datasets are 87.3% and 92.1% respectively. Finally, Table 4 shows the
comparison of recognition rate obtained by the proposed DAAM-DCNNS model
with state-of-art literature results.
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Table 3: Recognition rate using CNN alone with prede�ned values of epoch,
dropout and validation percentages.

Parameters
Data Sets Epoch Dropout (%) Validation (%) Recognition Rate (%)

CK+ 100 5 40 87.3
JAFFE 100 5 30 92.1

Table 4: Comparison of recognition rate obtained by the proposed DAAM DCNN
model with state-of-art literature.

Recognition Rate
Data Sets Methods Recognition Rate (%)

CK+

DCNN 87.3
DAAM-DCNN 96.9
Shan et al.[49](2009) 89.1
Jeni et al.[50](2011) 96.0
Kahou et al.[51](2015) 91.3

JAFFA

DCNN 92.1
DAAM-DCNN 97.4
Lyon et al.[45](1999) 92.0
Zhao et al.[46](2011) 81.6
Zhang et al.[47](2011) 92.9
Mlakar et al.[48](2015) 87.8

5 Conclusion

Facial expressions convey the emotional state of an individual to the observers.
An e�cient and e�ective method to recognize facial expressions has been pro-
posed in this paper. The hybrid approach that combines the DAAM and DCNNs
can be used to e�ectively extract relevant features to be used for facial expres-
sion recognition. The proposed method is evaluated on two publicly available
datasets name, JAFFE and CK+ and the results are compared to the state-of-
the-art results. The empirical study showed that the proposed DAMM-CNNs
hybrid method managed to perform the face expression recognition with 97.4%
for the JAFFE dataset and 96.9% for the CK+ dataset. The proposed model
can be adopted to any generic facial expressions recognition dataset that either
involves recognition in static images or video sequences. No retraining or ex-
tensive pre-processing techniques are required to adopt the proposed method
for facial feature extraction. The proposed DAAM and DCNNs model can be
used to assist us in identifying emotions and classify learner involvement and
interest in the topic which are plotted as feedback to the instructor to improve
learner experience. However, the performance of any CNNs architecture can be
tuned by changing the size of the �lters, the number of strides, the number of
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convolutional layers, the number of layers for the fully connected network, the
number of neurons for each layer and the learning and activation functions used
in learning any data. Thus, future work involves exploring ways or approaches
used to automatically opitmize the CNNs parameters in order to learn any data
presented to the deep learning algorithms.
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