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Abstract. Deep learning was used to detect boulders that can damage
excavators in opencast mines. Different network architectures were ap-
plied, i.e., modern YOLOv5, RetinaNet and Mask-RCNN. Studies were
carried out in which the results obtained using a few networks were com-
pared. The abovementioned neural networks were exploited in a frame-
work for detection of oversized boulders on a conveyor belt operating in
an opencast coal mine. The method is based on the analysis of a certain
number of consecutive frames of the film from an industrial camera. The
novelty relies on checking the detection of a boulder within subsequent
frames and allowing the skipping of a prescribed small number of neigh-
boring frames with false negative detections. This allows one to make
a decision about stopping a conveyor belt after detecting a boulder in
consecutive frames even when they are interleaved with frames that con-
tained a boulder missed by a detector due to misleading environmental
conditions such as shadows or sand. The method was tested on record-
ings from an opencast mine in Poland. The proposed method can help
prevent the failure of expensive equipment.

Keywords: deep learning · YOLOv5 · object detection · digital image
processing · opencast mining.

1 Introduction

Currently, there are many opencast mines around the world, where various raw
materials are extracted. The vast majority of mineral resources is developed by
opencast mining [22]. Often in such mines there are giant excavators [6], the
height of which is similar to buildings that are several storeys. There is a high
risk of damage if there is a big rock on the conveyor belt. Failures caused by
unnoticed large stones are very costly, complicated to repair and cause mining
to stop. Therefore, it is very important to develop methods that will reduce
the risk of the excavator operator not noticing such dangerous cases. For the
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automatic detection of dangerous boulders, this article proposes a method using
deep neural networks. Among other things, modern and fast YOLOv5 networks
were used.

This work was created in connection with a practical problem that occurred in
an open-pit mine and can occur in other situations concerning stones recognition
against a difficult background [20] [8] [25] [23].

During the transfer of spoil in the form of small gravel or sand, a large
stone appeared on the conveyor belt from time to time, which caused significant
danger to mining machines. To obtain models operating in different lighting
conditions, both video streams taken in good daylight and movies shot under
artificial lighting in the middle of the night were used. A camera with image
stabilization hardware was mounted on the excavator above the conveyor belt.
An example view from the camera is shown in Fig. 1. A stone is visible on the
conveyor belt. Even such a relatively small object should stop the transport of
the excavated material. In many cases, much larger stones have been mined,
which, if overlooked, can cause severe damage.

Fig. 1. Camera view with a visible stone on the conveyor belt

2 Preparing a dataset

The 27 recordings over several days were used for a training process. Additional
10 recordings were excluded from training and put aside for testing the final
framework after the training of the models is finished. After dividing 27 videos
into individual frames, over 28,000 images were obtained. Then, appropriate
labels were assigned to images in which at least one large rock was observed.
A Python script was created to make labeling faster and easier. At least one
stone was visible in 2399 images. Sometimes not only one stone may appear on a
frame. However, such situations occur very rarely. Large stones were marked in
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Fig. 2. Camera view with a visible stone on the conveyor belt (artificial light)

the images with bounding boxes. For this purpose, the makesense.ai platform was
used, which enables the preparation of datasets with selected objects. Then, the
dataset with ready-made annotations was processed on the roboflow.ai platform
[18]. This platform allows users to download annotations in various formats. It
was also used to divide the data into training, validation, and test sets. To inspect
the stability of the training process the models were trained in two configurations
of a data split:

1. the training set – 80% of the frames and the test and validation sets – 10%
of the frames each,

2. the training set – 70% of the frames, and the test and validation sets – 15%
of the frames each.

The sizes of images to which frames have to be scaled in datasets used for
different object detection models are depicted in Section 3 when describing the
models.

One has to note that all frames in each set contained a boulder. It is a
requirement for object detection models training that images without positive
detection are not provided. It means that not all frames from videos are included
in the datasets, but only those containing a positive detection. In the datasets,
frames are shuffled. One has to note that validation and test sets in the context
of detection model building are different from validation and test sets that are
formed from ten videos not used in the training. The validation set of the later
datasets is used for fine-tuning of hyper-parameters and the test set for testing
the whole framework.

3 Applied and tested models of neural networks

Experiments were carried out in which the results of the use of the following
neural networks were checked: RetinaNet, Mask RCNN and YOLOv5. A brief
comparison of these architectures is e.g., in [16], [5].
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3.1 RetinaNet

RetinaNet is a one-shot object detection model that utilizes anchor boxes and
focal loss to handle the class imbalance problem in object detection [12]. Reti-
naNet has achieved state-of-the-art results on several benchmark datasets and is
widely used for object detection tasks in real-world applications. Because of these
advantages, it was also decided to test its effectiveness in detecting stones. This
network is built of one backbone and two other subnets that are responsible for
different tasks. The backbone creates a convolutional feature map by analyzing
the entire input image. One subnet performs convolutional object classification
on the output of the backbone subnet. The latter subnet performs convolutional
regression, creating bounding boxes [12]. The images processed by this architec-
ture were scaled to a rectangular image size between 800x800 and 1333x1333
pixels. The architecture of RetinaNet is presented in Fig. 3. Fizyr’s implemen-
tation of RetinaNet was used in the conducted experiments [7].

Fig. 3. The RetinaNet architecture [12].

3.2 Mask RCNN

The Mask R-CNN (Mask Region-based Convolutional Neural Network) extends
the popular Faster R-CNN and, besides detecting objects, it also performs in-
stance segmentation [9],[4]. An interesting case of use in the context of our prob-
lems was presented in [8] [15]. The Mask R-CNN first generates object proposals
and then classifies the proposals and generates masks in the second stage by ap-
plying a fully convolutional network. The network which is based on Matterport’s
implementation but fully compatible with TensorFlow 2 [19] were applied. This
implementation is based on the Feature Pyramid Network (FPN) and ResNet101
[11][1]. Combining the FPN and the ResNet allowed us to increase both the qual-
ity and the speed of data processing. The comparison between the application
of FPN and ResNet is shown in Fig. 4, where the numbers signify the spatial
resolution and channels. The arrows denote convolutional, deconvolutional, and
fully-connected layers.

In Fig. 4 it can be seen that the head of Mask RCNN is built of two branches
- one of them is responsible for generating masks and the other one for classifying
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Fig. 4. The head architecture of the Mask RCNN [11].

and calculating bounding boxes. The latter consists of two parts: one that is for
classification and the other is responsible for detection (they are marked as class
and box respectively) [9]. The images processed by Mask RCNN architecture
were scaled to a rectangular image size between 800x800 and 1024x1024 pixels.

3.3 YOLOv5

The prototype of YOLOv5 was YOLO (You Only Look Once), which was in-
troduced in 2015 as a uniquely fast neural network for object detection [17].
YOLOv5 was created in 2020 as a significantly improved version of the first
YOLO architecture [21]. YOLOv5 was implemented using PyTorch framework.
The first YOLO network is built of 24 convolutional layers and two fully-connected
layers [17]. The architecture of this network is shown in Fig. 5. YOLO is a one-
shot object detection model with CSP (Cross-Stage Partial connections), which
allows for better feature reuse and reduces computation time [24].

YOLOv5 is built of three parts:

– New CSP-Darknet53 (backbone) — contains 29 convolutional layers.

– SPPF, New CSP-PAN (Cross-Stage Partial-connection & Path Aggregation
Network) (neck) [10],[2] — SPPF is built of three MaxPooling2D layers, two
ConvBNSiLU layers, and one Concat layer. ConvBNSiLU is built of one con-
volutional layer followed by a batch-normalization layer and Sigmoid Linear
Unit [16]. Concat is a layer that combines outputs of the preceding layers.
The application of a CSP (Cross-Stage-Partial connection) allows us to im-
prove the quality of object detection. It is a technique derived from CSPNet
[14].

– YOLOv3 Head (head) — Three subnets built of convolutional layers that
were used since YOLOv3 [13].

The images processed by the YOLOv5 architecture were scaled to the image size
of 416x416 pixels. This is a standard image size for output from roboflow.ai [18].
Scaling images in other models to that size did not improve the results.
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Fig. 5. The architecture of the first YOLO network [17]

4 Detection system

The presented detection system is designed as follows. On its input, the frames
received from the camera are delivered in real-time. After detecting a stone, the
system can send a signal to stop the conveyor belt automatically. Subsequent
frames are analyzed on an ongoing basis. In order to minimize false alarms, the
presence of a boulder is signaled when the neural network detects a boulder in in
most frames out of 30 consecutive frames. Although there is a chance that the one
stone is observable, it may be difficult to detect even by a well-trained model.
Such situations have occurred, such, as dark images, blurry images, boulders
covered in sand, etc. Such cases were taken it into account, and it was decided
that there should be a possible break in the detection process. This break lasts
no more than a small number of frames. For example, if a stone was detected in
10 frames in a row, then undetected in 4 frames in a row, and subsequently again
detected in 20 frames in a row, it would be considered that a large stone had
really appeared on the line. The optimal number of consecutive frames that may
constitute a break in the sequence of frames where true detection occurred, is
established using a validation set by maximizing the number of proper signals to
stop a conveyor belt. For such a method a high-quality stone detector is required
to minimize false negatives due to the model but not due to the environmental
conditions. To our knowledge, such a method has not been published before.

Additionally, the created program prints information about a number of
frames in which a stone appeared (not counting the sets of frames that ful-
filled the conditions of sending a signal). The total time of analysis and analyzed
frames per second is also shown. It should be noted that the system works in
the same way for each network but the implementations differ in detail.

5 Results

This section first presents the results of the network operation on single images
and then performance of the created detectors based on 30 consecutive frames
from recordings. There was one stone in each recording.
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5.1 Evaluation of networks

After proper training of all networks, their performance was examined. Among
other things, the F1-score was determined using precision and recall, which are
represented by the following formulas:

p =
tp

tp + fp
(1)

r =
tp

tp + fn
(2)

where tp is true positives, fp denotes false positives, fn is false negatives.
The formula for F1-score is the harmonic mean of precision and recall:

F1 =
2pr

p + r
(3)

where p is precision, r denotes recall.
Moreover, mean average precision (mAP) was calculated. This metric is com-

monly used to assess the quality of object detection models. mAP takes into
account the trade-off between precision and recall, and accounts for both false
positives and false negatives. This property makes mAP such a relevant measure.
The method of calculating mAP is described, among others, in [3] Each network
was evaluated on the validation data set. The results are shown in Table 1.

Table 1. Comparison of the networks for the following data split: training set 80%,
validation set 10%, test set 10%

model F1 precision recall mAP

YOLOv5 based 0.991 0.992 0.991 0.992

Mask RCNN based 0.611 0.588 0.637 0.884

RetinaNet based 0.328 0.199 0.950 0.994

Based on the analysis of the data in Table 1, it can be seen that the best
results were obtained using the YOLO network. In order to ensure that the
obtained results do not significantly depend on the choice of data for the test and
validation sets, the experiments were repeated for the following data division:
training set 70%, validation set 15%, test set 15%. The obtained results are
presented in Table 2.

5.2 Evaluation of created detectors

The detection system were tested only on recordings that were not used during
the training. The results are shown in the tables ??-4. For clarification, here is
the explanation what each column means:
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Table 2. The YOLOv5-based model quality measures for a data split: training set
70%, validation set 15%, test set 15%.

model F1 precision recall mAP

YOLOv5 based 0.989 0.988 0.992 0.995

Fig. 6. Precision-recall curve for YOLOv5 for data split: training set 80%, validation
set 10%, test set 10%

– video — input/output AVI file

– signals — a number of such series of detection that lasted at least 30 frames
with possible breaks of 5 frames maximum,

– other detections — a number of other frames on which at least one stone
was detected,

– time — total time of analyzing the recording,

– FPS — frames per second.

The following three detectors, which use 30 consecutive frames, were created:
Retinanet based model, Mask RCNN based model and YOLOv5-based model.

Detector with Mask R-CNN For two video the model could not detect
stones in a sufficient number of frames in a row. It should be noticed that one
of these recordings is the same one where the stone was not well detected also
by the YOLOv5-based model. It can also be noticed that, on the one hand, this
model detects stones more frequently than the YOLOv5-based model. On the
other hand, after analyzing the output files, one can see that it detects more true
positives and also more false positives. In addition, the confidence is set to 0.9, so
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Table 3. The results for Mask RCNN-based detector. Results for 5 skip frames.

video signals
other
detections

time [s] FPS

test video 1 2 36 2796.0 0.37

test video 2 1 295 3103.1 0.34

test video 3 4 233 2741.4 0.36

test video 4 2 49 2789.9 0.37

test video 5 5 200 2679.9 0.36

test video 6 0 135 2643.9 0.38

test video 7 0 104 2891.5 0.38

test video 8 2 134 2806,8 0.38

test video 9 3 26 2456.0 0.38

test video 10 7 147 2736.2 0.38

the possible amount of false positives had already been decreased. Although there
is a threat that this model may generate a false signal - it sometimes happens
that it detects some parts of a machine or background as stones. Therefore there
is a risk that such false positive may cause sending the signal to stop the line.
Anything like this was not observed for the YOLOv5-based model. However, this
model is one order of magnitude slower than the YOLOv5-based model. That is
why it could be hard to use it in a real mine, even if it is quite accurate.

Detector with RetinaNet The RetinaNet-based model was able to detect
a sufficient number of stones only for four recordings. It can be said it is less
accurate than the other described models. In this case, there is a similar risk to
the case of Mask RCNN-based model — it sometimes detects parts of a machine
or background as stones, which can lead to sending false signals. This model is
about twice as fast as the Mask RCNN-based model. It could not be used in
a real mine because it is not accurate enough and still much slower than the
YOLOv5-based model.

Detector with YOLOv5 For the YOLOv5-based detector we performed a
fine-tuning of a number of skip frames. The result of this process in shown in
Table 5. For this purpose, from the test set five videos are treated as validation
videos on which the optimal number of skip frames is obtained by maximising
the number of positive signals and retaining as low a number as possible of false
positives or true positives that did not form a 30 successive frames sequence
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Table 4. The results for RetinaNet-based detector. Results were obtained for 5 skip
frames.

video signals
other
detections

time [s] FPS

test video 1 2 68 1339.7 0.77

test video 2 0 85 1363.9 0.77

test video 3 0 69 1299.3 0.77

test video 4 0 88 1337.6 0.77

test video 5 1 225 1263.0 0.77

test video 6 0 58 1298.0 0.77

test video 7 0 108 1414.2 0.77

test video 8 0 55 1373.5 0.77

test video 9 2 73 1210.7 0.77

test video 10 3 130 1340.0 0.77

Table 5. The results for the YOLOv5-based detector for a varying number of skip
frames on a validation set consisting of 5 videos. Fine-tuning a number of skip frames
relies on maximisation of positive signals, as well as keeping the number of other
detections frames as low as possible on videos from the validation set. The best results
are bolded.

1 skip frame 3 skip frames 5 skip frames 7 skip frames 9 skip frames

video signals
other
detec-
tions

signals
other
detec-
tions

signals
other
detec-
tions

signals
other
detec-
tions

signals
other
detec-
tions

val. video 1 2 30 2 30 2 30 2 30 2 30

val. video 2 0 42 0 42 0 42 0 42 0 42

val. video 3 0 69 0 69 1 39 1 39 0 69

val. video 4 1 53 1 53 1 53 2 23 2 23

val. video 5 5 105 6 75 7 56 7 56 7 56

described by a column ”other detections”. The optimum on the validation set
was attained for 7 skip frames. The performance on the remaining 5 test videos
(not used in any stage of the training) is shown in Table 6.

One can see that for two videos (one in the validation set and one in the test
set), the model was unable to detect a stone for a sufficient number of frames in
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Table 6. The results for the YOLOv5-based detector for seven skip frames on a test
set of five videos not seen by the model at any stage of the training.

video signals
other
detections

time [s] FPS

test video 1 2 14 76.0 13.1

test video 2 1 136 86.0 12.7

test video 3 6 67 80.4 13.1

test video 4 0 22 80.0 13.1

test video 5 3 9 78.9 13.1

a row in order to generate a signal. One of these recordings is really dark, and
in the other one, the stone is barely visible, which is caused by sand covering it.
It can be said that for most cases, the YOLOv5-based model detects big stones
well. It should also be noted that this model is very fast in comparison to the
others. It processes 12-14 frames per second, which makes it unmatched if it
comes to operation time. In conclusion, the YOLOv5-based detector would be
right to use in real mines because the results would be delivered with low delay.

6 Conclusion

The use of deep models can be very desirable for detecting dangerous objects
on a conveyor belt. Due to the monotony and lack of focus, there is a high risk
of overlooking the boulders by the operator. The use of 30 consecutive frames
allows to significantly improve the correctness of an operation.

The YOLOv5-based detector is the most suitable to use in a real mine be-
cause it is fast and accurate enough to detect dangerous objects in a video
stream quite effectively. The results on test recordings are satisfying in terms of
accuracy and processing speed. The Mask RCNN-based detector is slower but
also accurate enough. Although it cannot match the YOLOv5-based detector in
terms of processing speed, the RetinaNet-based model can detect objects only
in some cases. It is twice as fast as the Mask RCNN-based detector but still
one order of magnitude slower than the YOLOv5-based model. It is possible to
try optimizing each of these detector models for a specific mine by manipulat-
ing the training hyperparameters. If the detection system is not equipped with
a powerful GPU and detection time is crucial, it is recommended to use the
YOLOv5-based model.
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