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Abstract. Leading Point Multi-Regression Model was utilized to detect days 

with abnormal energy consumption profiles. They were identified based on the 

statistical analysis of relative errors of the model. Two ranges of error values 

were identified: above 4.98% and 3.88% – 4.98%. All days with anomalous en-

ergy consumption profiles were identified as major religious holidays in Po-

land: Easter, All Saints, and Christmas Eve, as well as days related to a celebra-

tion of the new year: New Year’s Eve and New Year.  

Keywords: Leading Point Multi-Regression Model, energy consumption, un-

typical daily profiles 

1 Introduction 

In recent years, new methods of electricity consumption analysis have been proposed. 

They go beyond standard methods such as Holt-Winters or ARIMA [1,2]. More ad-

vanced methods, such as nonlinear machine learning (ML), have been utilized in or-

der to forecast power consumption. Among those methods are KNN (K-nearest 

neighbors) [3], SVM (support vector machine) [4], GBM (gradient boosting machine) 

[5], RF (random forest) [6], and ANN (artificial neural networks) [7]. An analysis of 

energy consumption in order to identify sources of energy demand and other factors 

influencing the consumption, including weather, season, and economics gained im-

portance [8]. One of the most important aspects of the analysis of energy consumption 

is peak identification. Artificial neural networks were used in [7], while extended 

CART trees and the K-Nearest Neighbors classifiers were utilized in [3]. In turn, gen-

eralized combined additive models and deep ANN were adopted in [9]. Another im-

portant issue in a modeling of the power demand is an identification of outliers [10]. 

In [11] the hybrid model combining Long Short Term Memory (LSTM) and the K-

means algorithm was used, while in [12], the authors used a combination of the deep 

learning model Transformer and a clustering approach based on K-means. Other ad-

vanced methods were described in [13,14]. 

In this paper, we deal with a detection of outliers in terms of daily energy con-

sumption profiles. In contrast to the majority of studies [14, 15], we do not start with 

the possible reasons for an untypical profile and do not verify them. We use the Lead-
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ing Points Multi-Regression model (LPMR) [16], which is solely based on the energy 

consumption during a few chosen hours. It does not use any other variables, and it's 

precision is very high, regardless of other factors, like weather conditions, season. In 

order to detect outliers, we used the error measure of the model and limit values of 

errors that were defined precisely. 

2 Leading Points Multi-Regression Model 

The purpose of LPMR is to model hourly energy demands for the whole day using 

only a few variables, such as energy consumption at chosen hours. However, in this 

work, we use the model for other purposes: to detect untypical days from the energy 

consumption point of view. The model’s details are presented and discussed in [16]. 

2.1 Data 

These studies were carried out based on the data regarding total electricity consump-

tion in the Polish power system [17]. The consumption was denoted in MWh on an 

hourly basis from 1 Jan 2008 to 31 Dec 2020. The data being analyzed contained 

4,749 days, which corresponded to 113,976 hours. While our model was solely based 

on the energy consumption, additional factors were used in the discussion of the re-

sults to distinguish separate days and hours, such as a day of the week, specific dates, 

working hours, etc. The data set was divided into two subsets: the training set and the 

testing set, consisting of 1583 and 3166 days, respectively.  

2.2 Model, errors and variable selection 

Data is analyzed on the daily basis: 24 time series of hourly electricity consump-

tions. We use 24 variables: 𝐸(ℎ𝑚) = (𝐸1(ℎ𝑚), … , 𝐸𝑖(ℎ𝑚), … , 𝐸𝑁(ℎ𝑚)), where ℎ𝑚 ∈

{ℎ1, ℎ2, … , ℎ24}, 𝐸𝑖(ℎ𝑚) is an electricity consumption at hour ℎ𝑚 in the i-th day, and 

N is the total number of analyzed days. The energy consumption is described by the 

multiple equation linear regression model of the form: 

 𝐸(ℎ𝑝) = 𝑎0𝑝 + 𝑎1𝑝𝐸(ℎ1) + 𝑎2𝑝𝐸(ℎ2) + ⋯+ 𝑎𝑘𝑝𝐸(ℎ𝑘) + 𝜉𝑝 (1)  

where 𝑝 ∈ {1,… , 24} ∖ {1, … , 𝑘} and 𝑎0𝑝, 𝑎1𝑝 , … , 𝑎𝑘𝑝 are model parameters. The 

number of equations is related to the number of describing variables. In the case of k 

variables, the model consists of 24 − k equations.  

Model (1) takes electricity consumptions at hours ℎ1, ℎ2, … , ℎ𝑘 and use them to de-

scribe electricity consumptions at the remained hours. The selection of variables is 

based on the analysis of the random components 𝜉𝑝. For each model equation, one 

calculates the standard deviation of the residuals: 

 𝜎(ℎ𝑝) = √
1

𝑁−𝑘−1
∑ (𝐸𝑖(ℎ𝑝) − 𝐸̂𝑖(ℎ𝑝))

2𝑁
𝑖=1   (2) 
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where, 𝐸̂𝑖(ℎ𝑝) denotes theoretical value and 𝐸𝑖(ℎ𝑝) − 𝐸̂𝑖(ℎ𝑝) = 𝜉𝑝. The quality of 

the model regressions is measured by means of the relative standard deviation: 

 𝜈(ℎ𝑝) = √
1

𝑁−𝑘−1
∑ (𝐸𝑖(ℎ𝑝) − 𝐸̂𝑖(ℎ𝑝))

2𝑁
𝑖=1 𝐸(ℎ𝑝)̅̅ ̅̅ ̅̅ ̅̅⁄   (3) 

where, standard deviation of residuals is divided by the mean electricity consumption. 

The quality of the whole model (1) is measured based on the mean values of the 

measure (4) calculated for all 24 − k equations in the model: 

 𝑀𝑅𝑆𝐷 =
1

24−𝑘
∑ 𝜈(ℎ𝑝)
24−𝑘
𝑝=1   (4) 

The independent variables are selected by the algorithm in successive steps. In 

each step, one describing variable 𝐸(ℎ𝑖) is chosen, the new model is built and its 

precision is evaluated by the 𝜎(ℎ𝑝) and MRSD measures. The procedure can be 

stopped after reaching a desired precision. An algorithm of variable selection is de-

scribed precisely in [16]. During the model’s construction, we observed a strong de-

crease of errors in steps 1 – 4. Already in step two, the error decreased below 3%, and 

in step four, it was below 2%. Subsequent declines are not so significant. 

2.3 Application of the model 

We concluded that four variables are sufficient to describe a data with reasonable 

quality, 𝑀𝑅𝑆𝐷 = 1.74%. They corresponded to energy consumptions at hours: 14, 

20, 2, 18. The model quality was evaluated for each data point (hour) and for every 

day in the testing data set, using the relative measure:  

 𝑅𝑆𝐷(𝑖) = √ 1

20
∑ (𝐸𝑖(ℎ𝑝) − 𝐸̂𝑖(ℎ𝑝))

2
24
𝑝=5

1

20
∑ 𝐸𝑖(ℎ𝑝)
24
𝑝=5⁄   (5) 

where in the sum, the following hours are omitted: from ℎ1 to ℎ4, i = 1, 2, …, N, and 

N denotes the number of analyzed days. For illustration of the model precision one 

shows empirical and theoretical daily time series for selected six days in Figure 1.  

Fig. 1. Empirical (red dots) and theoretical (blue lines) time series for six selected days. From 

the top: a) 2016-01-14, 2016-02-22, 2016-07-17; b) 2017-12-14, 2017-09-12, 2017-10-08. 

Green dots denote independent variables of the model. 
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For the days presented, the error was between 0.0118 and 0.0178. The model exhibits 

very good agreement with the data; the mean RSD is 0.0175 and for about 90% of 

days it does not exceed 0.0251. 

3 Analysis of anomalyous profiles 

3.1 Daily errors of the model 

In Figure 2, logarithms of the daily RSD errors are shown for the whole testing data 

set. They do not exhibit any trend and are symmetric around the mean value.  

Fig. 2.  Logarithms of the daily errors of the model for testing the data set. The mean value of 

the errors is indicated by the horizontal line at −4.102. 

A comparison of the distribution of log-RSD with a normal distribution is shown in 

Figure 3 a) in vertical log scale. The Q-Q plot in Figure 3 b) demonstrates a good 

agreement between empirical and Gaussian distributions.  

Fig. 3. The compatibility of error and normal distributions: a) distributions of log-

errors with normal curve on a logarithmic vertical scale; b) comparison of empirical 

and theoretical quantiles. The black dashed lines indicate threshold values of errors.  

However, there is a visible deviation at the right tail, the number of counts is higher 

than for the theoretical distribution. Those days are anomalous, characterized by their 

 

a) b) 
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untypical daily profiles of energy consumption. Moreover, the distortions from nor-

mal distribution may indicate the existence of additional factors influencing data apart 

from statistical fluctuations.  

3.2 Identification of unusual daily energy consumption profiles 

We identified two ranges of big values of relative errors, based on the analysis of their 

distribution. 

(1)  0.0498  RSD (−3  log(RSD)) and 

(2)  0.0388  RSD  0.0498 (−3.25  log(RSD)  −3). 

Boundaries between ranges are indicated by vertical dashed lines in Figure 4. We 

observe deviations from the normal distributions in both ranges. However, in the first 

range, the normal distribution is negligible, while in the second range, we may expect 

some days distributed according to Gaussian. All days from both ranges are listed in 

Table 1. Weekdays are numbered from 1 (Monday) to 7 (Sunday). 

Fig. 4. Identified days corresponding to the biggest errors. Three ranges of error values are 

indicated by dashed lines. 

All days discussed below are shown in Figure 4 with their RSD errors. The third 

group of days with slightly smaller errors, in the range 0.0353  RSD  0.0388, were 

also added to the plot. The whole plot contains a total of 45 days, including all the: 

Easters, All Saints Days, Christmas Eves, New Year’s Eves, and New Year’s Days. 

There are 11 days in the first range with the greatest errors, above 0.0498. The second 

group contains 19 days with errors between 0.0388 and 0.0498. All the points in the 

first group are related to the three biggest religious holidays in Poland: Easter, All 

Saints, and Christmas Eve. The last one is working day, but the working hours are 

usually shortened. Those days also exist in the second group, predominantly in its 

upper region. There are also New Year’s Eve and New Year in the second group. We 

got some non-working days that are not holidays but are not random, e.g., a day be-

fore Christmas Eve, which was a Sunday; a second day of Christmas, which is a paid 

holiday in Poland; or Easter Monday. Figures 5 and 6 show daily profiles for days 

with the greatest values of errors, which are All Saints, Easter, New Year’s, and 

Christmas Eve. Untypical profiles are accompanied by profiles for adjacent or corre-

sponding days. Solid lines denote theoretical values, and green dots correspond to the 

four independent variables. 
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Table 1. Days from both ranges of the big measure values (see text). 

No 
Date  

(Weekday) 
RSD Description No 

Date  

(Weekday) 
RSD Description 

1 2016-03-27  (7) 0.0672 Easter 16 2013-12-25  (3) 0.0458 Non-working 

2 2013-11-01  (5) 0.0667 All Saints 17 2018-11-01  (4) 0.0456 All Saints 

3 2019-04-21  (7) 0.0658 Easter 18 2012-11-01  (4) 0.0455 All Saints 

4 2019-11-01  (5) 0.0567 All Saints 19 2018-12-23  (7) 0.0437 Non-working 

5 2020-04-12  (7) 0.0566 Easter 20 2014-12-24  (3) 0.0435 Christmas Eve 

6 2012-04-08  (7) 0.0555 Easter 21 2018-12-31  (1) 0.0432 New Year's Eve 

7 2019-12-24  (2) 0.0555 Christmas Eve 22 2013-12-31  (2) 0.0427 New Year's Eve 

8 2014-04-20  (7) 0.0548 Easter 23 2012-12-23  (7) 0.0420 Non-working 

9 2013-12-24  (2) 0.0533 Christmas Eve 24 2012-04-09  (1) 0.0419 Non-working 

10 2015-11-01  (7) 0.0509 All Saints 25 2020-04-06  (1) 0.0414 Other 

11 2014-11-01  (6) 0.0504 All Saints 26 2017-10-05  (4) 0.0408 Other 

12 2015-12-24  (4) 0.0479 Christmas Eve 27 2016-12-24  (6) 0.0404 Christmas Eve 

13 2015-04-05  (7) 0.0472 Easter 28 2020-04-07  (2) 0.0404 Other 

14 2019-12-31  (2) 0.0469 New Year's Eve 29 2019-12-20  (5) 0.0402 Other 

15 2020-12-24  (4) 0.0465 Christmas Eve 30 2019-01-01  (2) 0.0400 New Year 

We limit a discussion to only the days mentioned above. The daily profiles for each 

type of day are very similar to one another, so the presented profiles in Figures 5, 6 

can be treated as representative. (1) Easter: when compared to other Sundays, a pro-

file is more flattened. There is a clear maximum between 9:00 and 11:00, followed by 

a long slow decrease. (2) All Saints: is compared to adjacent days. The first maximum 

is moved to the left; we also observe a significantly more flattened profile before 17. 

Fig. 5. Daily energy consumption profiles for a) All Saints (red dots RSD = 0.0642) and adja-

cent days, b) Easters (red dots RSD = 0.0672) and other Sundays.  

2009-11-01 

2009-10-25 

2009-11-08 

2009-11-15 

2016-03-27 

2016-03-20 

2016-04-03 
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Fig. 6. Daily energy consumption profiles: a) New Year’s Eve (red dots, RSD = 0.0469) and 

New Year (red dots, RSD = 0,0375) and adjacent days; b) Christmas Eve (red dots, RSD = 

0.0555) and the following days. 

(3) Christmas Eve: compared to the next three days. The analyzed profiles exhibit 

clear peaks around 10-12 and 17, followed by an anomalous drop of convex shape. 

(4) New Year’s Eve: compared to the profiles for Dec 30th and Jan 2nd. Profile is in 

general similar to them. However, we observe a different drop in consumption after 

around 18-19 in both cases. (5) New Year: compared to the profiles for Dec 30th and 

Jan 2nd. There is a semi-flat shape with no maximum before 17 o‘clock, completely 

different than for other days. For all the days in the upper range, the social factors 

related to the Easter, All Saints, and Christmas Eve holidays exist and significantly 

influence energy consumption profiles. Due to the common celebration of those holi-

days in Poland, one can assume that these factors are related to the short-term, inten-

sive migration of people. 

4 Summary 

The LPMR-based method of identification of days with untypical daily profiles of 

energy consumption was presented herein. The following conclusions have been 

drawn out: (1) Analyzed data could be described with high precision using four inde-

pendent variables; (2) the distribution of model’s errors follow a Gaussian distribution 

with a high accuracy; (3) days with untypical energy consumption profiles were pre-

cisely defined, as days with errors deviating from Gaussian distribution; (4) untypical 

days were identified as the major religious holidays in Poland: Easter, All Saints, and 

Christmas Eve; (5) there were also New Year’s Eve and New Year identified in the 

range of smaller errors; and (6) the main factor causing anomalies in the daily profiles 

was related to the short-term migration of people. The future research will focus on 

the quantitative description of anomalies in the daily energy consumption profiles as 
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well as the investigation of their reasons. The studies presented herein can be easily 

extended to other countries and regions. This subject of studies is of great interest 

because faults in the energy consumption predictions cause non optimal energy pro-

duction. 
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