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Abstract. Behavioral modeling has been rising in importance in modern antenna 
design. It is primarily employed to diminish the computational cost of procedures 
involving massive full-wave electromagnetic (EM) simulations. Cheaper alterna-
tive offer surrogate models, yet, setting up data-driven surrogates is impeded by, 
among others, the curse of dimensionality. This article introduces a novel ap-
proach to reduced-cost surrogate modeling of antenna structures, which focuses 
the modeling process on design space regions containing high-quality designs, 
identified by randomized pre-screening. A supplementary dimensionality reduc-
tion is applied via the spectral analysis of the random observable set. The reduc-
tion process identifies the most important directions from the standpoint of ge-
ometry parameter correlations, and spans the domain along a small subset 
thereof. As demonstrated, domain confinement as outlined above permits a dra-
matic improvement of surrogate accuracy in comparison to the state-of-the-art 
modeling approaches.  

Keywords: Antenna design, surrogate modeling, behavioral modeling, dimen-
sionality reduction, domain confinement, EM-driven design. 

1 Introduction 

Contemporary antenna design largely relies on full-wave electromagnetic (EM) simula-
tion tools, which are indispensable to account for mutual coupling effects [1]. Parameter 
tuning is increasingly often performed using rigorous numerical methods [2]. Yet, the 
major setback of EM-driven optimization is its high computational cost, often problem-
atic for local tuning [3], and usually unmanageable for global search [4]. An extensive 
research has been devoted to expediting simulation-based design. Some of techniques 
attempt to lower the cost of direct EM-driven optimization (adjoint sensitivities [5], re-
stricted Jacobian updates [6]). In surrogate modeling, expensive EM simulations are re-
placed by fast metamodels, which may be data-driven [7] or physics-based ones [8]. The 
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former (kriging [9] or neural networks [10]) are significantly more popular due to their 
versatility and accessibility. The bottleneck of data-driven metamodels is the curse of 
dimensionality but also nonlinearity of high-frequency system responses. Physics-
based modeling techniques (e.g., space mapping [11] are less prone to the mentioned 
difficulties. Other approaches capitalize on the distinctive shape of the system re-
sponses (e.g., feature-based technology [12]). Still, constructing accurate models is im-
peded by the problems related to dimensionality and extensive ranges of material and 
geometry parameters, the surrogate should be valid for to ensure its design utility.  

In [13], a performance-driven methodology has been put forward, in which the mod-
eling process is carried out in the section of the parameter space comprising designs of 
high quality w.r.t. the assumed figures of interest. Volume reduction permits radical 
improvement of the model predictive power [14]. From computational perspective, the 
limitation of this method is that the surrogate model domain is outlined using pre-opti-
mized database designs, acquisition of which incurs considerable costs. In a recent al-
ternative [15]; however, the domain is determined using a stochastic pre-selection pro-
cedure, thus no reference designs are employed. 

This article proposes an advancement over the approach of [15], where the surrogate 
domain defined through pre-selection is further confined by means of the spectral analysis 
of the observable set. The final domain is spanned by a small number of eigenvectors of 
the covariance matrix of the observables. The outcome is a considerably improved accu-
racy and scalability of the model predictive power as a function of the training data set 
size. At the same time, design usability of the surrogate is retained.  

2 Domain-Confined Modeling Using Pre-Screening and 
Dimensionality Reduction 

This section outlines the observable-based constrained modeling framework [15], being 
the core of our approach. Further, the inverse regression model employed for domain 
definition purposes is described, as well as dimensionality reduced domain.  
 
2.1 Performance-Driven Modeling  

Our approach capitalizes reference-design-free modeling technique [15], where the sur-
rogate domain is constricted so that it encloses the parameter vectors of high quality as 
considered by the designer. Such a domain is considerably smaller volume-wise than 
the traditional domain. Thus, constructing the surrogate therein is significantly cheaper.  

The notation utilized in the techniques [13] and [15] is summarized in Fig. 1. Ob-
serve that in any performance-driven technique, the modeling process is objective-ori-
ented (i.e., focuses on the space of design objectives F), rather than the design space X.  

Let us introduce the notion of design optimality [15] assessed with the use of the per-
formance metric U(x,f), which U(x,f) appraises the quality of the vector x w.r.t. the vector 
of design objectives f. Consider an exemplary dual-band antenna and the design objec-
tives defined as the operating frequencies f0.1 and f0.2. If the enhancement of antenna im-
pedance matching over the fractional bandwidths B centered at both frequencies is of 
interest, then we may use U(x,f) = U(x,[f0.1 f0.2]T) = max{S1(x,f),S2(x,f)} (i.e., the merit 
function is defined as the maximum in-band reflection), with Sk = max{f0.k(1 – /2)  f  
f0.k(1 + /2) : |S11(x,f)|}, k = 1, 2, and f standing for the frequency.  
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Fig. 1. Notation of the nested kriging [13] and observable-based [15] modeling techniques. 
 

 
 

Fig. 2. (left) Observable generation for a dual-band antenna (X: 3-dimensional, F: 3-dimen-
sional). (middle) Observable selection: samples of operating frequencies  F are kept, other are 
discarded. (right) Construction of an inverse model sr() using the observable set {xr

(j)}j = 1,…,Nr, 
for a single component of sr.j, Corresponding to parameter x1 (shown as gray manifold). 
 

Having defined U(x,f), the following minimization task is solved 

  
where x* refers to the optimal solution. We also define the N-dimensional manifold in 
the parameter space X comprising all the vectors rendered using (1) for all f  F : UF(F) 
= {UF(f) : f  F}. Setting up the surrogate model over the optimum design set suffices 
for ensuring the model design usability w.r.t. objective space F. Clearly, it is not possi-
ble to accurately identify UF(F) because this would require finding optimal solutions of 
(1) for all f  F. Thus, its location within the design space X may be only roughly 
assessed. In the technique of [15], this is established by using random observables. As 
a consequence, the expenses associated with surrogate construction are low, whereas, 
the modeling accuracy is maintained at the same level as in the nested kriging [15]. 
Here, the aim is to improve the cost-efficiency even further by executing the modeling 
process in the domain of reduced dimensionality.  
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2.2 Domain Definition 

In the reference-design-free constrained modeling [15], only a rough identification 
of UF(F) is possible, because the information pertaining to the location of the optimum 
design manifold encompassed in the observables is not precise. Thus, in [15], an auxil-
iary inverse regression surrogate is employed for the surrogate domain definition. This 
model is constructed as follows: over the design space X, the set of observables xr

(j), j 
= 1, 2, …, following a uniform probability distribution is gathered. Next, the respective 
responses are simulated, and the performance figure vectors fr

(j) are extracted therefrom. 
Next, a selection procedure is carried out: each vector fr

(j) is examined whether it be-
longs to the assumed objective space F (in such a case, the corresponding observable is 
accepted) or not (it is discarded). Figure 2 presents a visualization of the selection pro-
cess for a dual-band antenna example. Generation of the observables is terminated if 
the assumed number Nr is collected (typically, between 50 and 100). 

We utilize an auxiliary inverse model sr : F  X, which is built using the pairs: 
{xr

(j),fr
(j)}j = 1,…,Nr, i.e., the retained observables and the corresponding performance fig-

ures. In general, the observable quality is low, thus, the model sr provides only a rough 
regression of the dataset. So, a simple analytical form is exploited [15] 

 
Despite featuring a small number of coefficients, the model (2) is sufficiently flexible. 
Identification of coefficients requires solving the weighted nonlinear regression task 

 
where xr

(k) = [xr.1
(k) … xr.n

(k)]T, and the multipliers wk serve to discriminate between the 
observables of different qualities. The latter requires defining auxiliary vectors pr

(j) = 
[pr.1

(j) … pr.N
(j)]T which are based on the evaluations of the design quality metric, and 

are derived from EM-evaluated antenna responses. The weights wk are defined as wk = 
[(W – max{p1(x(i)), …, pN(x(j))}/W]2, k = 1, …, Nr., with W = max{k = 1, …, Nr, j = 1, 
…, N : pj

(k)} being a normalization factor. The weighted regression is employed to en-
sure that better-quality vectors have a more profound effect on the regression surrogate, 
which is advantageous because they reside close to the optimum design set. The inverse 
surrogate for the exemplary dual-band antenna is shown graphically in Fig. 2. Surrogate 
sr(F) gives a rough appraisal of the manifold UF(F) of the optimal designs. The domain 
of the ultimate surrogate, rendering the antenna responses, is to encompass the entire 
UF(F), so we need to perform its orthogonal extension, as in [15].  

First, a set of designs is allocated on sr(F) uniformly w.r.t. the objective space F on 
a rectangular grid FG  F. The vector of objectives fg = [fg.1 … fg.n]T resides on the grid, 
if and only if fg.k = fk.min + (fk.max – fk.min)mk/(M – 1), k = 1, …, N, where mk  {0, 1, …, 
M – 1}, and M is grid density (its value is not critical, we set M = 4 or 5). The grid FG 
encompasses MN vectors in total. Thus, we have the points xg

(j) = sr(fg
(j)), j = 1, …, MN, 

which render an approximate spatial allocation of the image sr(F) of the inverse model. 
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Fig. 3. Control parameters of the introduced modeling procedure with reduced dimensionality. 

 

 
Fig. 4. (a) Ring-slot antenna [17], (b) details on antenna structure. 

 

Next, the spectral analysis of the set {xg
(j)}j = 1, …, M

N, is carried out so as to find the 
most important correlations between the coordinates of these designs. We define a co-
variance matrix Sg = [j = 1,…,M

N(xg
(j) – xm) (xg

(i) – xm)T]/(MN – 1), with , xm = [j = 

1,…,M
Nxg

(j)]/MN being the set’s center. The principal components [16] of Sg are referred 
to as vk, k = 1, …, n (eigenvectors), and k, k = 1, …, n (eigenvalues; listed in a de-
scending sequence, i.e., 1  2  …  n  0). Typically, only the first few eigenvectors 
are meaningful. Thus, surrogate domain is delimited using them. 
 We use the following expansion xg

(j)
  = xm + k = 1,…,n bjk vk. We also have the center 

point: xc  = xm + [v1 v2 … vn] b0, where the entries of the vector b0 = [b1.0 … bn.0]T are:  
bj.0 = (bj.max – bj.min)/2, j = 1, …, n, and bj.max = max{k : bkj}, bj.min = min{k : bkj}, as well 
as the eigenvalue vector b = [b1 … bn]T , with bj = 0.5(bj.max + bj.min). The confined 
domain of reduced dimensionality, spanned by the vectors v1 through vp, is defined as 

 
In practice, the eigenvalues are quickly decreasing, so it suffices to exploit p directions, 
where p is much smaller than n (the design space dimensionality), which is beneficial 
from the point of view of the training data acquisition.  

The control parameters of the developed modeling procedure along with the discus-
sion of their recommended values are presented in Fig. 3. The procedure requires sup-
plying the following input parameters: lower and upper bounds on parameters l and u 
delimiting the conventional parameter space X, as well as the bounds for operational 
conditions delimiting the space of design objectives F. Observe that in the presented 
approach, the final surrogate is built from both the training data set {xB

(j)} and the ob-
servable data {xr

(j)}. This is to improve the overall modeling accuracy.  
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3 Results 

This section demonstrates the performance of the introduced modeling methodology 
along with its design utility. Benchmarking against state-of-the-art data-driven tech-
niques is provided as well. Figure 4 shows a ring-slot antenna employed as a verifica-
tion case. Here, the aim is to build surrogate models representing complex reflection 
responses S11 versus frequency. 

The surrogate models have been built using the technique of Section 2. The number 
of retained observables is set to Nr = 50, which required generating a total of 106 sam-
ples. The reduced dimensionality of the model domain was set to p = 3. To study the 
model scalability, the surrogates were rendered for training data sets of sizes NB = 50, 
100, 200, 400, and 800. The benchmark methods include: (i) kriging (in the standard 
space X); (ii) radial basis function (RBF) (within X); (iii) convolutional neural network 
(CNN) [18] (within X)( iv) Ensemble Learning [19] (in the confined domain XS); (v) 
nested kriging [13] (within XS); the cost of identifying the database designs is 864 EM 
simulations, (vi) reference-design-free constrained model [15], set up in domain XS; the 
cost of generating the observables is added to the overall surrogate set up expenses, which 
is the same as for the method of Section 2. The predictive power of the surrogates is 
quantified using a relative RMS error, defined as ||Rs(x) – Rf(x)||/||Rf(x)||, with Rs and Rf 
being the responses predicted by the surrogate and EM analysis. The error is computed 
using 100 randomly allocated test points. 

 

 
Fig. 5. Reflection responses at the selected test locations: EM model (—), and the introduced 
constrained surrogate with dimensionality reduction (o). The surrogate built with NB = 400 data 
samples. 

Table 1. Modeling results and benchmarking for ring-slot antenna 
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                 (a)                                  (b)                                   (c)                                 (d) 

Fig. 6. Optimization using the proposed surrogate: surrogate prediction (o) and EM-evaluated charac-
teristics (—) at the design yielded by optimizing the model. The responses evaluated for F = [f0 r] 
(frequency in GHz): (a) F = [3.4 3.6], (b) F = [2.7 4.3], (c) F = [3.6 2.2], (d) F = [5.3 4.3]. The intended 
operational frequency is shown with vertical line. 
 

Table 1 provides numerical results, and Fig. 5 shows the antenna responses for the 
selected test locations. The accuracy of our model is superior to all models built in the 
parameter space X, and also to nested kriging, which is mainly a result of dimensionality 
reduction and volume-wise confinement. Cost-efficiency of our method is better than 
that of nested kriging because no reference designs are required, thus the overall num-
bers of EM analyses is reduced by 80 percent for NB = 50. For NB = 800, the reduction 
is 45 percent. The efficiency of our method is identical to that of the procedure of [19]. 

Figure 6 shows the results of applying the proposed surrogate (constructed using 800 
training samples) to optimize a ring-slot antenna for a variety of operating frequencies 
and substrate permittivity r. It can be observed that satisfactory designs are obtained 
for all assumed targets, which corroborates design utility of the models. 

4 Conclusion 

This article proposed a novel procedure for cost-efficient surrogate modeling of antenna 
structures. Our technique capitalizes on the performance-driven paradigm with the 
model domain established in the region containing high-quality designs. A supplemen-
tary dimensionality reduction is applied by spanning the domain along the most rele-
vant directions that account for spatial orientation of the initially established region of 
interest. These mechanisms lead to a dramatic increase in the surrogate model predic-
tive power without compromising its design usefulness. Both features have been con-
clusively corroborated through extensive benchmarking and application case studies. 
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