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Abstract. Cloud computing resource management is a critical compo-
nent of the modern cloud computing platforms, aimed to manage com-
puting resources for a given application by minimizing the cost of the
infrastructure while maintaining a Quality-of-Service (QoS) conditions.
This task is usually solved using rule-based policies. Due to their lim-
itations more complex solutions, such as Deep Reinforcement Learning
(DRL) agents are being researched. Unfortunately, deploying such agents
in a production environment can be seen as risky because of the lack of
transparency of DRL decision-making policies. There is no way to know
why a certain decision is made. To foster the trust in DRL generated poli-
cies it is important to provide means of explaining why certain decisions
were made given a specific input. In this paper we present a tool applying
the Integrated Gradients (IG) method to Deep Neural Networks used by
DRL algorithms. This allowed to obtain feature attributions that show
the magnitude and direction of each feature’s influence on the agent’s
decision. We verify the viability of the proposed solution by applying it
to a number of sample use cases with different DRL agents.

Keywords: cloud resource management, deep reinforcement learning,
explainable artificial intelligence, explainable reinforcement learning, deep
neural networks

1 Introduction

In the recent years using cloud computing infrastructure became the dominat-
ing approach to provisioning computing resources. Thanks to virtually unlimited
resources and usage-based billing, creating the cost-effective applications which
automatically adjust the amount of used resources became straightforward. At
the same time, the Cloud Service Provider (CSP) can increase the utilization
of hardware by using it to serve multiple users in the same time. Managing re-
sources in cloud computing infrastructures is a challenging task. The resource
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management algorithms can, unfortunately, provide too much or too few re-
sources for the services. To mitigate this issue many CSP provide tools which
allow for on-demand dynamic resource allocation (auto-scaling). Such tools im-
plement typically a horizontal scaling approach in which resources (e.g. Virtual
Machine (VM)s) of the same type are added or released [5]. Horizontal scal-
ing can use various methods of triggering scaling actions including rule-based
methods [24] or predicting resource requirements using polynomial regression
[5]. Nowadays, many methods are based on more advanced techniques such as
deep learning and reinforcement learning.

Reinforcement Learning (RL) is a method of learning from interactions with
an environment [23]. During a training process, a RL agent learns to map obser-
vations into actions through an iterative trial-and-error process. Upon executing
an action, the agent receives a positive or negative reward signal and its objec-
tive is to maximize the sum of rewards received. Deep Reinforcement Learning
(DRL) is one of the subfields of Machine Learning (ML) that combines RL and
Deep Learning (DL) by employing Deep Neural Network (DNN), e.g. as various
function approximators. In recent years it has attracted much attention and has
been successfully applied to many complex domains: playing computer games
[15], robotics [18], Natural Language Processing (NLP) in human- machine dia-
logue [4], traffic signal control [8], or cloud resource management [26].

Applying DNN suffers from the lack of explainability (also called inter-
pretability). It is difficult to explain why a certain result has been produced by
a DNN. Furthermore, the user of a machine learning algorithm may be legally
obliged to provide explanations for certain decisions made with use of those algo-
rithms. That issue can be mitigated by utilizing one of the Explainable Artificial
Intelligence (XAI) techniques which aim at providing additional information on
how ML algorithms produce their outputs. Whereas explainability can be con-
sidered well developed for standard ML models and neural networks [19, 21], in
the case of RL there are still many issues that need to be resolved in order to
enable using it in fields where it is imperative to understand its decisions [11].
Explainable Reinforcement Learning (XRL) is a recently emerged new subfield
of XAI which receives a lot of attention. The goal of XRL is to explain how de-
cisions are generated by policies employed by the DRL agents [14]. Such policies
can be very complex and difficult to debug. Providing more insight into how
they function allows to improve the design of the training environments, reward
functions and DNN model architectures.

In this paper we extend the prior work [6, 7], where the use of the policy
gradient optimization approach for automatic cloud resource provisioning has
been studied. We implement a tool that allows to explain the actions of the
cloud computing resource management policies trained with the use of DRL.
This approach enables post hoc attributing input features to decisions made by
the DRL agent which dynamically creates or deletes VMs based on an observed
application requirements and resource utilization. The tool is available as an
open source project [13]. To the best of authors’ knowledge, this paper is the
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first example of using the Integrated Gradients (IG) XAI technique to interpret
DRL agents in the cloud resource management setting.

This paper has the following structure: Section 2 presents related work on
the use of DRL in cloud resource management and application XAI techniques
on DRL agents. Section 3 describes a cloud resource management simulation
environment. In Section 4 we analyze the experimental results of the interpre-
tation scheme applied in various scenarios. Lastly, Section 5 draws conclusions
from the experiments and outlines future work.

2 Related Work

2.1 DRL in Cloud Resource Management

In recent years, the usage of DRL in cloud resource provisioning gained signif-
icant attention. In [25], authors explore the use of standard RL and DRL for
cloud provisioning. They utilize a system where the users specify rewards based
on cost and performance to express their goals. In such an environment they
compare the use of the tabular-based Q- learning algorithm with the Deep Q-
Networks (DQN) approach to achieve the objectives set by the users. The policy
trained with the DQN approach achieved the best results.

In their study, authors of [2] utilized the Double Deep Q-Networks (DDQN)
algorithm to reduce power consumption in CSP. The proposed DRL-based cloud
resource provisioning and task scheduling method consist of two stages. The first
one allocates the task to one of the server farms. The second one chooses the
exact server to run the task in. The reward function is calculated using the energy
cost of the performed action. The proposed DRL-Cloud system compared with
a round-robin baseline improved the energy cost efficiency while maintaining a
low average reject rate.

In [6] three DRL policy gradient optimization methods (Vanilla Policy Gra-
dient (VPG), Proximal Policy Optimization (PPO) and Trust Region Policy
Optimization (TRPO)) are used to create a policy used to control the behavior
of an autonomous cloud resources management agent. The agent interacts with a
simulated cloud computing environment which processes a stream of computing
jobs. The environment state is represented by a set of metrics that are calculated
in each step of the simulation. The reward function is set up as the negative cost
of running the infrastructure with added penalties for breaching the Service-
Level-Agreement (SLA) conditions. The policy which achieved the lowest cost
was created using the PPO algorithm. In [7], the PPO-based autonomous man-
agement agent is compared with the traditional auto-scaling approach available
in Amazon Web Services (AWS). As a sample workload an evolutionary exper-
iment, consisting of multiple variable size phases, has been chosen. The policy
training has been conducted within a simulated cloud environment. Afterwards
the policy has been deployed to a real cloud infrastructure, the AWS Elastic
Compute Cloud. The total cost of managed resources was slightly lower (0.7%)
when a PPO-trained policy has been used, compared with a threshold-based ap-
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proach. The trained policy was considered to be able to generalize well enough
to be re-used across multiple similar workloads.

2.2 Explainable AI in Deep Reinforcement Learning

DRL has shown great success in solving various sequential decision-making prob-
lems, such as playing complicated games or controlling simulated and real-life
robots. However, existing DRL agents make decisions in an opaque fashion, tak-
ing actions without accompanying explanations. This lack of transparency cre-
ates key barriers to establishing trust in an agent’s policy and significantly limits
the applicability of DRL techniques in critical application fields such as finance,
self-driving cars, or cloud resource management [10]. So far, most of the research
on the usage of XAI in DRL has been focused on finding the relationship between
the agent’s action and the input observation at the specific time step - detecting
the features that contributed most to the agent’s action at that specific time.
According to the XAI taxonomies in [1], it is possible to classify all recent studies
into two main categories: post hoc explainability and transparent methods.

When dealing with images as input data, one can provide explanations through
saliency maps. A saliency map is a heat map that highlights pixels that hold the
most relevant information and the value for each pixel shows the magnitude of
its contribution to the Convolutional Neural Network (CNN)’s output. Unfortu-
nately, saliency maps are sensitive to input variations. The authors of [9] aim to
fix that with their perturbation-based saliency method applied to agents trained
to play Atari games via the Asynchronous-Advantage-Actor-Critic (A3C) algo-
rithm. They conducted a series of investigative explorations aiming to explain
how agents made their decisions. First, they identified the key strategies of the
three agents that exceed human baselines in their environments. Second, they
visualized agents throughout training to see how their policies evolved. Third,
they explored the use of saliency for detecting when an agent is earning high
rewards for the wrong reasons. This includes a demonstration that the saliency
approach allows non-experts to detect such situations. Fourth, they found Atari
games where the trained agents performed poorly and used saliency to debug
these agents by identifying the basis of their low-quality decisions. The approach
presented in [9] is an example of post hoc explainability.

In [12] the authors applied a post hoc interpretability to the DRL agent
which learned to play the video game CoinRun [3]. They used PPO [20] algo-
rithm, with the agent’s policy model being a CNN. Attribution shows how the
neurons affect each other, usually how the input of the network influences its
output. Dimensionality reduction techniques [17] have been applied to the input
frames from the game and attributions were calculated using IG. IG computes
the gradient of the model’s prediction output to its input features. This allows
to produce the feature attributions that display the feature’s influence on the
prediction. Furthermore, IG requires no modification to the original DNN. Au-
thors built an interface for exploring the detected objects that shows the original
image and also positive and negative attributions, to explain how the objects
influence the agent’s value function and policy. Their analysis consists of three
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main parts: dissecting failure (trying to understand what the agent did wrong
and what reasons behind it were), hallucinations (model detected a feature that
was not there), model editing (manually editing the model weights so that the
agent would ignore certain observations).

In [16], an interpretability analysis of the DRL agent with a recurrent atten-
tion model on the games from the ALE environment is performed. The authors
observed basic attention patterns using an attention map, which is a scalar
matrix representing the relative importance of layer activations at different 2D
spatial locations with respect to the target task. It was also discovered that the
model attends to task-relevant things in the frame - player, enemies, and score.
The ALE environment is predictable, e.g. enemies appear at regular times and
in regular configurations. It is important, to ensure that the model truly learns
to attend to the objects of interest and act upon the information, rather than
to memorize and react only to certain patterns in the game. In order to test it,
they injected an enemy object into the observation at an unexpected time and
in an unexpected location. They observed that the agent correctly attends to
and reacts to the new object. They discovered that the model performs forward
planning/scanning - it learns to scan through available paths starting from the
player character, making sure there are no obstacles or enemies in the way. When
the agent does see the enemy, another path is produced in order to avoid it.

3 Environment Setup

The simulation environment used in our research is a result of the prior work [6].
A fundamental component of the simulation process is implemented with the
CloudSim Plus simulation framework [22]. The environment is wrapped with
the interface provisioned by the Open AI Gym framework. Figure 1 presents the
system architecture.

Fig. 1: Components of the system [6].

The workload used in this work is a simple evolutionary experiment which
improves the architecture of a network that recognizes handwritten digits. The
main objective of the agent is to allocate cloud infrastructure resources in an
optimal way to the running workload. The environment in which the agent’s
training was conducted was simulated to avoid the high costs of provisioning a
real computing infrastructure. In order to finish the experiment in a reasonable
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time, simulation time was sped up and the number of steps per episode was
limited.

The reward function R (Equation 1) equals the negative cost of running
the infrastructure added to the SLA penalty. The SLA penalty adds some cost
for every second delay in task execution and was calculated by multiplying the
number of seconds of the delay of task execution by the penalty value. The cost
of running the infrastructure was calculated by multiplying the number of VMs
by the hourly cost of using the VM.

R = −(NumberOfVMs ∗ HourlyCostOfVM + SlaPenalty) (1)

where:
HourlyCostOfVM = $0.2,
SlaPenaltyNumberOfSecondsOfDelay ∗ Penalty,
Penalty = 0.00001$

The environment state is represented by a vector of cloud infrastructure met-
rics that are being calculated at each time step of the simulation. These metrics
include: the number of running virtual machines (vmAllocatedRatio), average
RAM utilization (avgMemoryUtilization), 90-th percentile of RAM utilization
(p90MemoryUtilization), average CPU utilization (avgCPUUtilization), 90-th
percentile of CPU utilization (p90CPUUtilization), total task queue wait time
(waitingJobsRatioGlobal), recent task queue wait time (waitingJobsRatioRe-
cent). The set of available actions is limited to the following: do nothing, add or
remove a small VM, add or remove a medium VM, add or remove a large VM.

4 Understanding of DRL agents used in Cloud Resource
Management

In this paper, we develop a tool to interpret the decision-making process of DRL
agents used in cloud resource management. Identifying the relationships between
the input data and the agent’s output allows to understand why certain deci-
sions were made. To achieve this we employ the IG method which shows the
magnitude and direction of each feature’s influence on the agent’s output. It re-
quires minimal modification of the original network and can inform on the cloud
infrastructure metrics that influenced the agent’s decision-making process. The
attribution value for a feature can be positive or negative, indicating its con-
tribution towards or against a certain prediction, respectively. We demonstrate
the usefulness of the discussed approach in a few scenarios: attributing input
metrics to the action chosen by the policy (for two DRL algorithms: DQN with
an MultiLayer Perceptron (MLP) model and PPO with a CNN model), pro-
viding a policy summarization, explaining how a policy evolves during training,
debugging policy decisions, removing irrelevant features.
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4.1 Input metric attribution

The DNN model used in the DQN algorithm produces approximations of q-values
which denote the value of taking action a in state s. The model produces q-values
for each possible action. The final output is chosen using a greedy approach which
selects the action with the highest value. Figure 2a presents an overview of the
neural network model used in DQN.

(a) Model used as a policy for the DQN
algorithm

(b) Model used as a policy for the PPO al-
gorithm.

Fig. 2: Simplified diagrams of used DNN models.

The IG can calculate feature attributions for each possible action separately,
however, we focus on the action which has the highest q-value, which is then
chosen for execution. In the DQN approach we have applied it to a MLP net-
work. The MLP architecture is straight-forward to understand. Due to its sim-
plicity it is also faster to calculate its output’s attributions. MLP accepts a
one-dimensional (1D) vector of feature observations as an input, which allows
to visualize attributions as a simple to read bar-chart. Figure 3 presents the
attributions for a sample action chosen by the policy. It consists of two parts.
The first one (top) shows the environment state (y-axis presents metric value
(0-1)). The second one (bottom) shows the attributions value for the best action
(positive in green, negative in red).

The PPO policy model has an actor-critic architecture and produces two
outputs. The policy (actor) network provides a distribution of the probabilities
of the actions possible to execute in a given state. Since an action is selected by
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sampling the provided distribution the actor is considered to be directly respon-
sible for choosing the action. The critic network estimates the value function,
which quantifies the expected reward if the agent follows the policy until the
terminal state. Typically, to optimize the amount of computational resources
required for training, the actor and critic networks are combined into a single
network with two distinct outputs, what is presented in Figure 2b.

In the context of PPO the IG is used to calculate attributions for the in-
put features in relation to the action chosen by sampling the distribution. To
demonstrate the capabilities of such an approach we have applied the discussed
method to a model which included CNN layers. CNN are best known for their
usage in the image recognition, however they can be also used in the time se-
ries prediction. The main advantage of CNN over MLP while performing the
attribution is that CNN can present feature attributions from previous n time
steps for the action that takes place at time step t. It is important because the
agent’s decision is not always based on the immediate state of the environment
but may depend upon an observation that took place sometime in the past. Fig-
ure 4 presents the example attributions for the CNN architecture for the best
action. It consists of three plots. The upper left chart shows the frame of the
input to the neural network, x-axis shows time steps, from 0 - the current one
down to the -14 time step (15-th time step from the past), the y-axis presents a
value (0-1) for each environment metric. The upper right one shows the positive
attribution values while the bottom one shows the negative attribution values
for the best action.

4.2 Debugging the training process

The interpretability tool can be leveraged to investigate the rationale behind
an agent’s decision for a given observation. The aim is to discern whether the
decision was adequate given the observed circumstances and if it was triggered
by the expected inputs. If this is not the case, the tool should help to discover
which feature values might have influenced an incorrect decision.

Fig. 3: Attributions for example observation - DQN agent with MLP architecture.
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In Figure 3 we observe the attributions underlying the DQN-MLP agent’s de-
cision to remove a large VM. Such a result was primarily influenced by the CPU
utilization features (avgCPUUtilization, p90CPUUtilization). However, given
the context of high CPU utilization, long waiting times for job execution (wait-
ingJobsRatioGlobal), and low resource allocation (vmAllocatedRatio), we can
consider removing resources as an incorrect decision. A human operator would
have rather avoided taking an action or increased the number of VMs.

Fig. 4: Attributions for example observation - PPO agent with CNN architecture.
Heatmaps are presented in grayscale to improve readability.

In Figure 4 we present the attributions underlying the PPO-CNN agent’s
decision to remove a large VM, which at the time was deemed to be the appro-
priate course of action. The top plot illustrates the state of the environment at
the time of the decision. The vmAllocatedRatio feature exhibited consistently
high values across all time steps, indicating that most of the available VMs were
being utilized, while the values of all other features were close to zero. Examin-
ing the middle plot, which illustrates positive attributions (i.e., reasons to make
the decision), we can confidently conclude that the decision to remove a large
VM was primarily driven by the vmAllocatedRatio feature. The bottom chart
shows negative attributions (i.e., reasons to not make the decision), with the
waitingJobsRatioGlobal feature - denoting the number of jobs waiting to be ex-
ecuted due to insufficient resources - being assigned a small negative attribution
against the decision to remove the large VM. In other words, the decision to

ICCS Camera Ready Version 2023
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-36021-3_55

https://dx.doi.org/10.1007/978-3-031-36021-3_55
https://dx.doi.org/10.1007/978-3-031-36021-3_55


10 A. Małota et al.

remove the large VM was appropriate because at the time, a substantial number
of VMs were already in use, and there were very few jobs waiting in the queue
to be executed.

4.3 Policy summarization

To identify general behavioral patterns of the agents, we must examine the policy
predictions of the agent across multiple examples , in other words use a global
interpretation approach. To accomplish this, we determine the global feature
importance for the policy, which is achieved by calculating the mean absolute
attributions over hundreds of predictions. Figure 5 illustrates the policy summa-
rization for the DQN agent with the MLP architecture. It is apparent that the
agent relies primarily on three features - avgCPUUtilization, vmAllocatedRatio,
and p90CPUUtilization. The remaining features have little to no influence on
the agent’s predictions. In contrast, the recurrent PPO agent with MLP policy
relies primarily on one feature (vmAllocatedRatio) when making decisions.

Fig. 5: Absolute mean attributions - Feature Importance - DQN-MLP (top),
Recurrent PPO-MLP (bottom).

The feature importance analysis for the CNN based architectures provides
more detailed information, allowing to observe the exact mean influence that
each feature had at each time step. Figure 6 presents the feature importance
for the agents with a CNN architecture. The agent relies primarily on three
features: avgCPUUtilization, vmAllocatedRatio, and waitingJobsRatioGlobal.
In contrast, the feature importance for the PPO agent with CNN architecture
is more balanced, as it makes decisions based on five out of the seven available
features across all time steps.
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Fig. 6: Absolute mean attributions - Feature Importance - DQN-CNN (top),
Recurrent PPO-CNN (bottom). Heatmaps are presented in grayscale to improve
readability.

4.4 Evolution of policies during training

In the process of training, DRL agents begin with a random policy and adjust
their weights to optimize their performance. This unfortunately means that the
decisions made during the first training iterations might have a negative effect
on the managed system, e.g. the amount of resources might be reduced instead
of getting increased. In this study we investigate how the resource management
strategy of the DRL agents evolves over time. The insights learnt from this
analysis allow to understand whether a policy is making progress during training.
Furthermore, in case the results are inadequate, such an analysis can be a starting
point for debugging the training process. The presented analysis demonstrates
that the agents training in our experiments underwent significant changes in
their attributions during the training process.

Figure 7 presents changes in an absolute mean attribution in a sample ex-
periment with training a DQN agent using a policy including CNN layers. The
figure includes five plots: attribution in the initial model without any train-
ing (top), attribution while the model is being trained (middle three), attribu-
tion in the final model after training (bottom). As expected, the initial model’s
attributions are dispersed across various features and time steps. However, as
the training progresses, the policy begins to emerge, and the number of at-
tributed features is being reduced. By the end of the training, the attributions
are only present for three features: vmAllocatedRatio, avgCPUUtilization, and
waitingJobsRatioGlobal. Furthermore, the policy seemed to have focused solely
on the three most recent time steps and began to ignore earlier time steps. These
insights suggest that we could reduce the number of past steps included in ob-
servations since they are not being utilized. That in turn would result in creating
a smaller model and, as a consequence, a faster training.
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Fig. 7: Mean absolute attributions throughout the training process of the DQN
agent with CNN policy. Heatmaps are presented in grayscale to improve read-
ability.

4.5 Removing irrelevant features

The global feature importance can be quantified by calculating the absolute
mean attributions over a given dataset, and can serve as a useful tool for selecting
only the most relevant features for an agent’s decision-making. There are several
benefits of using a smaller feature set, including a simpler and more compact
model, improved interpretability of the agent’s decision-making process, and
faster training times.

An example of such a situation is presented in Figure 8. The absolute mean
attributions for the Recurrent PPO-MLP agent reveal that the feature waiting−
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JobsRatioRecent has a negligible influence on the agent’s decisions. To vali-
date the feature attributions as a metric for the feature selection, we removed
waitingJobsRatioRecent and retrained the agent. The bottom chart in Figure
8 presents the mean attributions of the new agent, which are nearly identical to
those of the original agent trained with all the features. The comparable perfor-
mance of the agent trained with and without the feature waitingJobsRatioRecent
indicates that the IG and other XRL techniques can effectively aid in the feature
selection process for DRL agents.

Fig. 8: Absolute mean attributions - Feature Importance - Recurrent PPO-MLP.
The top chart presents attributions including the waitingJobsRatioRecent. Bot-
tom one presents attributions in the case when that metric is excluded.

5 Conclusions

In this paper an approach allowing to explain the actions of an automated cloud
computing resource management policy has been implemented. It was demon-
strated how it can help understand why a neural network model returned a par-
ticular value (which can be translated, e.g. into a scaling action in the context of
the resource management) by applying the IG method. To evaluate its correct-
ness and utility, a number of experiments with training policies using DRL algo-
rithms have been conducted. Two approaches were analyzed: Q-learning (DQN
with MLP and CNN models) and policy gradient optimization (PPO with MLP,
CNN, recurrent with MLP or CNN feature extractor). As the training environ-
ment a simulated cloud computing system processing a sample, dynamic work-
load has been chosen. The agent embedded in that system was controlled by the
policy trained with the use of the mentioned algorithms and could increase or
reduce the amount of used resources (virtual machines).

The presented experiments demonstrated how the described approach can be
used to identify which input metrics contributed towards making a decision. It
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is worth noting that such metrics were different depending on the combination
of the model architecture and the training algorithm. We have demonstrated
that removing a feature with a little to no influence on the predictions did not
affect the quality of decisions made by the policy. Additionally we have analyzed
how metric changes in time being influenced the policies’ output in the case of
models that use CNN. Finally, we have demonstrated how Integrated Gradients
method can be used to determine whether the decisions made by the policies
were taken using the right premises (e.g. if a decision to remove a VM is taken
when the usage of available resources is low).

The information obtained with the use of the IG method during the agent’s
training provided insight into the direction of the learning process. This allowed
to confirm whether the policy was in fact making progress during training and
that its decisions were in fact taken in connection to the discovered relationships
between metrics. We believe that ability to provide evidence of such behavior
can help accelerate the adoption of automated resource management systems.
Understanding how the input to the policy affects its output allows to debug
situations when an improper resource scaling decision is made. Furthermore,
tracking such information might be necessary to fulfill legal obligations. Without
that deploying automated resource management software might not be allowed.
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