
Sentiment Analysis Using Machine Learning
Approach Based on Feature Extraction for

Anxiety Detection

Shoffan Saifullah1,2[0000−0001−6799−3834], Rafał Dreżewski1[0000−0001−8607−3478],
Felix Andika Dwiyanto1[0000−0002−7431−493X], Agus Sasmito

Aribowo2[0000−0003−3279−1268], and Yuli Fauziah2[0000−0002−3745−6189]

1 Institute of Computer Science, AGH University of Science and Technology,
Kraków, Poland

{saifulla,drezew,dwiyanto}@agh.edu.pl
2 Department of Informatics, Universitas Pembangunan Nasional Veteran

Yogyakarta, Yogyakarta, Indonesia
{shoffans,sasmito.skom,yuli.fauziah}@upnyk.ac.id

Abstract. In this study, selected machine learning (ML) approaches
were used to detect anxiety in Indonesian-language YouTube video com-
ments about COVID-19 and the government’s program. The dataset
consisted of 9706 comments categorized as positive and negative. The
study utilized ML approaches, such as KNN (K-Nearest Neighbors),
SVM (Support Vector Machine), DT (Decision Tree), Naïve Bayes (NB),
Random Forest (RF), and XG-Boost, to analyze and classify comments
as anxious or not anxious. The data was preprocessed by tokenizing,
filtering, stemming, tagging, and emoticon conversion. Feature extrac-
tion (FE) is performed by CV (count-vectorization), TF-IDF (term fre-
quency–inverse document frequency), Word2Vec (Word Embedding), and
HV (Hashing-Vectorizer) algorithms. The 24 of the ML and FE algo-
rithms combinations were used to achieve the best performance in anxi-
ety detection. The combination of RF and CV obtained the best accuracy
of 98.4%, which is 14.3 percentage points better than the previous re-
search. In addition, the other ML methods accuracy was above 92% for
CV, TF-IDF, and HV, while KNN obtained the lowest accuracy.

Keywords: Anxiety Detection · Machine Learning · Sentiment Anal-
ysis · Text Feature Extraction · Text Mining · Model Performance

1 Introduction

Anxiety is a mental disorder [2] related to the nervous system, with characteris-
tics such as considerable and persistent anxiety, excitation of autonomic nervous
activity, and excessive alertness. The types of anxiety disorders include, among
others, generalized anxiety disorder, panic disorder, and social anxiety disor-
der [8]. The COVID-19 pandemic caused anxiety and stress for the Indonesian
people and government, who implemented programs to reduce the pandemic,
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with a waiver of medical supplies, community assistance, and a waiver of elec-
tricity bills. However, the program had many pros and cons comments on social
media, which indicated the growth of public anxiety and eventually could cause
a global anxiety pandemic if not addressed correctly by future government pro-
grams [1].

While psychologists can analyze a person’s anxiety, using computer technol-
ogy we can quickly analyze a large amount of social media data. In this study,
the artificial intelligence (AI) and sentiment analysis algorithms are used to de-
tect anxiety [20] based on text processing [19,17] of comments shared on social
media concerning COVID-19 [18]. In the proposed approach, data consisting
of YouTube comments on Indonesian government COVID-19 programs is pro-
cessed in sequential steps using machine learning methods such as K-NN, NB,
DT, SVM, RF, and XG-boost, and feature extraction methods, such as CV,
TF-IDF, HV, and Word2Vec.

This paper consists of five main sections. After the introduction, Section 2
presents the related research works. Section 3 explains the proposed method and
the research steps. The conducted experiments and obtained results are discussed
in Section 4. The conclusions based on experimental results are presented in
Section 5.

2 Related Research

Emotion detection can be performed using the data science approach, text min-
ing algorithms and sentiment analysis methods on text data from social media
such as Twitter, YouTube, and Facebook. Negative sentiment on social media
around topics such as gender, ethnicity, and religion can be used as input data
to detect emotions.

An approach to detecting hate speech in text documents using 2 or 3 labels,
and Case-Based Reasoning (CBR) and Naïve Bayes (NB) classification methods
was applied to detect emotions [9] and bigotry, achieving an accuracy of over
77% [3]. Several researchers analyzed Arabic language sentiment using Random
Forest (RF) and got low accuracy of 72% [15]. However, C4.5, RIPPER, and
PART methods increased sentiment classification accuracy to 96% and Support
Vector Machine (SVM) and Naïve Bayes (NB) with term frequency–inverse doc-
ument frequency (TF-IDF) have an accuracy of 82.1% in detecting sentiment
analysis [3]. Sentiment analysis has been used to recognize emotions and hate
speech in Facebook comments in Italian [9] and English [14] with ML methods,
such as the SVM, Recurrent Neural Network (RNN), and Long Short Term Mem-
ory (LSTM). A lexicon approach based on a dictionary and sentiment corpus
has been used to obtain 73% accuracy in [14]. A binary classifier to distinguish
between neutral and hate speech was applied in [10].

Different techniques, like paragraph2vec, Continuous Bag of Words (CBOW),
and embedding-binary classifier are also used to perform sentiment analysis [10].
Natural Language Processing (NLP) is utilized [23] to automatically detect emo-
tions about nation, religion, and race [14] in sentiment analysis of Facebook
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comments [9]. Twitter and YouTube comments can also be used to detect user
expectations and identify mass anxiety and fear, such as natural disasters (e.g.,
earthquakes) and political battles [7,6].

To improve the results of anxiety detection, in this paper we applied sev-
eral machine learning methods such as K-Nearest Neighbors (KNN), Support
Vector Machine (SVM), Decision Tree (DT), Naïve Bayes (NB), Random Forest
(RF), and XG-Boost, together with selected feature extraction (FE) methods
like count-vectorization (CV), term frequency–inverse document frequency (TF-
IDF), Word Embedding (Word2Vec), and Hashing-Vectorizer (HV). Moreover,
the ensemble concept was used to ensure the optimal results.

3 Proposed Method

The research presented in this paper builds on previous results using 6 ML
methods and 4 FE methods to detect anxiety based on sentiment and emo-
tional analysis of YouTube text comments. The proposed approach involves four
main steps (data collection, preprocessing, feature extraction, and classification)
to identify anxiety levels based on sentiment analysis of Indonesian language
YouTube comments. This study also adopts a prototyping method with system
modeling to identify sentiments in emotional data from social media [4,13]. As
shown in Figure 1, the process involves preprocessing, emotion detection based
on sentiment analysis, and cross-validation testing.

Fig. 1. The sentiment analysis flow using ML algorithms on YouTube comments.

ML methods such as RF and XG-Boost [11,22] are used (along with several
other methods like KNN, NB, DT, and SVM to compare the results with [22])
together with selected feature extraction (FE) algorithms. The ML methods
results are assessed using the confusion matrix to calculate the performance
(accuracy, precision, recall, and F1 Score).

KNN identifies classes based on a distance matrix, and the best K value
classification [21] is found using Euclidean Distance (ED) matrix. The second
ML method is NB, which uses binary features as vector attributes to identify
words based on the probability of their occurrence. The method is robust and can
handle noise and missing data. DT is a method, represented as a tree structure,
that can be used for data classification and pattern prediction. The relationship
between the attribute variable x and the target y is depicted using internal nodes

ICCS Camera Ready Version 2023
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-36021-3_38

https://dx.doi.org/10.1007/978-3-031-36021-3_38
https://dx.doi.org/10.1007/978-3-031-36021-3_38


4 Shoffan Saifullah et al.

as attribute tests, branches as test results, and outer nodes as labels. SVM are
supervised learning models used for classification and regression. SVM requires
training and testing phases to find the best hyperplane that acts as a separator
of two data classes. It works on high-dimensional datasets and uses a few selected
data points to form a model (support vector).

RF uses ensemble learning and can be used to solve regression and classi-
fication problems (also based on sentiment analysis [16]). RF can reduce the
problems of overfitting and missing data, and it can handle datasets containing
categorical variables. Extreme Gradient Boosting (XG-Boost) is a tree-based al-
gorithm that can be applied to classification and regression problems [12]. This
algorithm mimics the RF behavior and is combined with gradient descent/boost-
ing. Gradient Boosting is a machine learning concept used to solve regression
and classification problems, which produces a prediction model in the form of
an ensemble of weak prediction models. XG-Boost is a version of GBM (Gradi-
ent Boosting Machine) with some advantages, including accuracy, efficiency and
scalability, which works well for applications such as regression, classification,
and ranking.

The proposed approach also utilizes selected FE methods (see Figure 1),
including CV, TF-IDF, HV, and Word2Vec, to convert text to its numerical
representation that is then used by ML models. The CV method calculates the
frequency of occurrence of the detected words, while TF-IDF is a numerical
statistic method used for weighting text data. HV transforms a collection of
text documents into a matrix of token occurrences. Word2Vec generates a vec-
tor representation for each word in a corpus, based on the context in which it
appears.

4 Results and Discussion

This section presents and discusses the experimental results of sentiment analysis
for anxiety detection using ML approaches. We discuss some key issues like
the used dataset and its labeling, the experimental evaluation of the proposed
approach, and comparison with the previous research.

The dataset contains a total of 9,706 YouTube comments related to the In-
donesian government’s COVID-19 program, with 4,862 data from previous re-
search [22,11] and 4,844 newly crawled comments. The comments are labeled as
positive (“0”) or negative, with negative comments indicating anxiety [5] but not
necessarily the hate speech. The dataset was expanded to balance the number
of positive and negative comments and avoid overfitting. Currently, the num-
ber of positive comments has almost equaled the number of negative comments
(the number of positive comments is now about 90% of the number of negative
comments, compared to about 50% in previous studies)—see Figure 2a.

Figure 2a compares Indonesian YouTube comments dataset with those used
in previous studies. The dataset is labeled based on the application of sentiment
analysis in the process of anxiety detection. The dataset cleaning process involves
using “Literature” library and adding stop-words (757) and true-words (13770).
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(a) (b)

Fig. 2. (a) Comparison with previous research data, and (b) sample datasets.

Figure 2b shows the sample YouTube comments in Indonesian, categorized as
positive or negative.

The experimental results indicated that the dataset requires preprocessing,
including tokenizing, filtering (slang words conversion, removing numbers, re-
moving stop-words, removing figures, removing duplicates), stemming, tagging,
and emoticon conversion. The dataset is split into the training set (80%) and
testing set (20%) using a Python script. Additional rules are added to improve
the data cleaning, such as assigning emotional trust, confidence, and anger based
on specific criteria. The conversion of emoticons to text indicates the emotional
expression. For example, in data in row 3 (presented in Figure 2b), the emoti-
con is converted to “face_with_tears_of_joy.”. The result of preprocessing
is clean data (without meaningless or useless text) that can be used as input to
the next process.

In this research, we evaluated 24 modeling scenarios using 4 performance
metrics of the confusion matrix. Furthermore, the new data was used to compute
the confusion matrix, as shown in Figure 3. The best accuracy of 98.4% was
achieved using RF-CV. The other ML methods, such as SVM, DT, and XG-
Boost, can identify anxiety with the accuracy of over 92%. Word2Vec has the
lowest accuracy when used with most ML methods, except when used with KNN,
in which case it performs better than the rest of the FE methods used with KNN.
It also obtained better results than the NB-HV method. It is because Word2Vec
converts words into vectors and is trained between conditional sentences.

The RF algorithm when used with all FE methods is highly accurate and
balanced in terms of precision, recall, and F1 Score. However, RF with Word2Vec
has only 81.9% accuracy as compared to the other FE methods (above 96%).
In addition, the RF method is superior in detecting anxiety based on sentiment
analysis, with consistent performance close to or above 95%. The final results
(Figure 3) showed that SVM, DT, RF, and XG-Boost methods used with CV,
TF-IDF, and HV achieved the accuracy close to or above 90%. In addition,
KNN and NB obtained lower accuracy compared to other ML methods. The
Word2Vec obtained the lowest accuracy in each experiment (less than 82% for
all ML models used). However, despite its poor performance, the Word2Vec
method is superior to other FE methods when used with KNN algorithm. HV
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Fig. 3. The performance of ML models used with FE methods (24 scenarios).

method obtained higher accuracy (94%–96%) when used with the SVM, DT,
and RF algorithms.

The research presented in this paper improves the previous results [22,11] on
anxiety detection based on sentiment analysis, resulting in enhanced methods
and outcomes, as shown in Table 1. In addition, we conducted experiments using
previous research data and newly added crawled data, shown in Figure 2.

The proposed methods achieved better results than previous studies on anx-
iety detection based on sentiment analysis. The RF-CV method had the highest
improvement, with a 13.4 percentage points increase in accuracy (from 85% to
98.4%). The other methods (SVM, DT, NB, and XG-Boost) outperformed pre-
vious studies with the accuracy above 85%. The addition of several processes in
the preprocessing phase (including stop-words) and the extension of the dataset
have improved the proposed method’s performance.

5 Conclusions

The research presented in this paper improved the accuracy of methods proposed
in [22] by using additional datasets, preprocessing, and text feature extraction
to better detect psychological factors. The proposed machine learning based ap-
proach is a contribution to the research on detecting anxiety based on sentiment
analysis. The best and recommended method is RF-CV, which has obtained the
accuracy of 98.4% and consistent precision, recall, and F1 scores with values over
95%. SVM, DT, and XG-Boost methods had also good accuracy, but their per-
formance still needs improvement. The future work will include the application
of optimization algorithms and Deep Learning methods.

Acknowledgement. The research presented in this paper was partially sup-
ported by the funds of Polish Ministry of Education and Science assigned to
AGH University of Science and Technology.
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Table 1. Comparison of the obtained results (FE: Feature Extraction; Acc: Accuracy;
Prec: Precision; Rec: Recall; F1: F1 Score).

No Method FE Saifullah et al. [22] Initial improvement Our proposed model
Acc Prec Rec F1 Acc Prec Rec F1 Acc Prec Rec F1

1

KNN

CV 0.601 0.468 0.927 - 0.606 0.471 0.924 0.624 0.701 0.602 0.943 0.735
2 TF-IDF 0.391 0.364 0.968 - 0.391 0.364 0.968 0.529 0.557 0.526 0.981 0.685
3 HV - - - - 0.464 0.395 0.971 0.561 0.589 0.540 0.966 0.693
4 Word2Vec - - - - 0.687 0.594 0.358 0.446 0.790 0.760 0.572 0.653
5

SVM

CV 0.815 0.797 0.640 - 0.815 0.801 0.634 0.708 0.954 0.899 0.941 0.920
6 TF-IDF 0.799 0.866 0.509 - 0.798 0.866 0.506 0.639 0.953 0.940 0.875 0.906
7 HV - - - - 0.802 0.854 0.529 0.654 0.968 0.934 0.928 0.931
8 Word2Vec - - - - 0.687 0.831 0.142 0.243 0.805 0.856 0.493 0.626
9

DT

CV 0.804 0.715 0.738 - 0.8 0.713 0.724 0.719 0.943 0.891 0.918 0.904
10 TF-IDF 0.806 0.720 0.738 - 0.806 0.716 0.747 0.731 0.939 0.885 0.915 0.900
11 HV - - - - 0.81 0.728 0.738 0.733 0.942 0.888 0.921 0.904
12 Word2Vec - - - - 0.665 0.526 0.526 0.526 0.732 0.640 0.681 0.660
13

NB

CV 0.823 0.839 0.619 - 0.824 0.839 0.622 0.715 0.885 0.781 0.966 0.864
14 TF-IDF 0.823 0.839 0.619 - 0.824 0.839 0.622 0.715 0.885 0.781 0.966 0.864
15 HV - - - - 0.646 0 0 0 0.698 0.000 0.000 0.000
16 Word2Vec - - - - 0.66 0.53 0.331 0.408 0.744 0.701 0.447 0.546
17

RF

CV 0.850 0.786 0.791 - 0.841 0.776 0.773 0.774 0.984 0.954 0.948 0.951
18 TF-IDF 0.826 0.785 0.701 - 0.827 0.778 0.715 0.745 0.976 0.959 0.918 0.938
19 HV - - - - 0.83 0.81 0.68 0.739 0.969 0.950 0.909 0.929
20 Word2Vec - - - - 0.73 0.683 0.439 0.535 0.819 0.779 0.666 0.718
21

XG-Boost

CV 0.732 0.895 0.273 - 0.732 0.895 0.273 0.419 0.925 0.874 0.889 0.881
22 TF-IDF 0.747 0.871 0.334 - 0.744 0.868 0.326 0.474 0.928 0.863 0.921 0.891
23 HV - - - - 0.738 0.83 0.326 0.468 0.924 0.864 0.904 0.884
24 Word2Vec - - - - 0.739 0.732 0.413 0.528 0.816 0.796 0.621 0.700
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