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Abstract. With the ease of access and sharing of information on social
media platforms, fake news or misinformation has been spreading in dif-
ferent formats, including text, image, audio, and video. Although there
have been a lot of approaches to detecting fake news in textual format
only, multimodal approaches are less frequent as it is difficult to fully
use the information derived from different modalities to achieve high
accuracy in a combined format. To tackle these issues, we introduce De-
BertNeXT, a multimodal fake news detection model that utilizes textual
and visual information from an article for fake news classification. We
perform experiments on the immense Fakeddit dataset and two smaller
benchmark datasets, Politifact and Gossipcop. Our model outperforms
the existing models on the Fakeddit dataset by about 3.80%, Politifact
by 2.10% and Gossipcop by 1.00%.
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1 Introduction

Fake news gained attention after the 2016 US presidential election when false
news spread mainly through social media, which is the primary news source for
14% of Americans [1]. There are fact-checking websites which include Politifact,
AltNews, Fact Check, as well as expert-based and crowdsourced methods to
verify the news. However, manual methods are time-consuming and inefficient
given the vast amount of news generated globally. Automatic methods for de-
tecting false news are becoming increasingly popular. Detecting fake news using
only textual content has been heavily researched, but articles with images are
retweeted 11 times compared to the ones with only text [7]. Therefore, combining
data from various modalities is crucial for classification. Researchers proposed
models for multimodal detection, but fake news is usually classified as a binary
problem as it is a distortion bias which itself is illustrated as a binary problem
[18]. It is challenging to attain good accuracy on large datasets and utilize all
the features from different modalities. Hence, we propose DeBERTNeXT which
is trained on Fakeddit, Politifact, and Gossipcop datasets where our model out-
performs other state-of-the-art models in terms of accuracy and other metrics.

In this paper, we propose DeBERTNeXT which is a transfer learning-based
architecture that utilizes textual and visual features for classifying news as real or
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fake. The representations from both modalities are concatenated for classification
and it is not dependent on sub-tasks or domain-specific. We trained and tested
our model on Fakeddit, Politifact, and Gossipcop datasets where we achieved
better classification results in terms of accuracy, precision, recall, and F1 scores
compared to other models to the best of our knowledge.

2 Literature Review

Knowledge-graph-based approaches can verify the veracity of the main state-
ments in a news report [18]. Such methods are inefficient for extensive data
and depend on an expert to assign the truthfulness of the news [18]. A signif-
icant amount of research has been focused on the textual content which uses
BERT and RoBERTa [19]. Unimodal approaches are not suitable for multi-
modal formats and new architectures were subsequently proposed. One baseline
multimodal architecture includes SpotFake [22], which uses BERT for learning
text features and pre-trained VGG-19 for the image features. SpotFake+[21] was
also introduced later, using pre-trained XLNet and VGG-19 for the combined
image and text classification. Another architecture was named Event Adversarial
Neural Networks for Multi-Modal Fake News Detection (EANN), which was an
end-to-end model for the event discriminator and false news detection [23]. The
text representation was attained using CNN, and VGG-19 was used for image
representation, where both were later concatenated for classification. Similarly,
another model using VGG-19 and bi-directional LSTMs for textual features was
introduced, which the authors named Multimodal Variational Autoencoder for
Fake News Detection (MVAE) [10]. In addition, FakeNED [15] was introduced,
which utilizes finetuned BERT and VGG-19 for binary classification. The base-
line multimodal models give good accuracy, but they mainly concentrate on
using BERT and VGG architecture, which has some shortcomings of their own.
Moreover, the discussed models are trained and tested on small datasets, and
some depend on events or require additional preprocessing steps of the dataset.
Hence, to tackle these shortcomings, we propose our framework that uses De-
BERTa and ConvNeXT which we later fine-tune to train and test on the three
different datasets.

3 Methodology

Given a set of n news articles which includes text and image content (multi-
modal), the data as a collection of a text-image tuple can be represented as:

A = (AT
i , A

I
i )

n
i=1 (1)

Where, AT
i represents textual content, AI

i represents the image content and
n represents the number of news articles. Since we are considering fake news
detection as a binary classification problem, we represent labels as Y = {0, 1}
where 0 represents fake and 1 represents real or true news. For a given set of
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Fig. 1: Model Architecture

news records A, a set of features can be extracted from the textual and image
information as represented by XT

i and XI
i . The objective of multimodal fake

news detection is to create a model F : {XT
i , X

I
i }ϵX → Y in order to deduce

the potential labels in news articles A. Hence, the task of the model is to detect
whether the news article A is either fake or real such that:

f(A) =

{
0, if A is fake news

1, otherwise
(2)

DeBERTNeXT uses Transformer and Convolutional models for text and im-
ages of a particular record. For attaining the textual features, the DeBERTa
(Decoding-enhanced BERT with disentangled attention) model [5] was used
which is based on BERT [3] and RoBERTa [12] models. DeBERTa improves
these state-of-the-art models by incorporating disentangled attention mechanism
and enhanced mask decoder. For the image part, we have used ConvNeXT [13]
which is a convolutional model (ConvNet) trained on the large ImageNet dataset.

Image Inputs: The proposed model consists of the DeBERTa V3 base model
for the text inputs and ConvNeXT Large cased [13] for the image input. The Con-
vNeXT model was configured with the proposed model for transfer learning. All
the weights of the ConvNeXT model were used except for the last classification
layer from the ImageNet pre-trained version. The last layer of the ConvNeXT
model with 1536 dimension output was replaced with a fully connected linear
dense layer with 1024 output nodes and was found to give the best results. This
was chosen based on several experimentations and was set as a hyperparemeter.

Textual Inputs: The improved DeBERTa V3 [4] consists of 12 layers and
a hidden size of 768. It consists of 86M backbone parameters with a vocabu-
lary containing 128K tokens which introduce 98M parameters in the Embedding
Layer and was trained using 160 GB data. It takes input IDs and attention
masks as inputs and outputs a 768-dimension-long tensor. For both images and
text, a batch size of 16 was used.

Concatenation and Classification: The output from the DeBERTa V3
model is concatenated with the ConvNeXT large output along the first axis.
The concatenation layer takes 768 dimension output from the DeBERTa V3
model and 1024 dimension output from the ConvNeXT model, producing 1792
dimension output. A connected layer with a sigmoid activation function gener-
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ates the final classification output. The last layer takes 1792 dimension output
from the concatenation layer as input and outputs a value ranging from 0 to 1.

4 Experimentation and Results

Our model was trained on Fakeddit, Politifact, and Gossipcop datasets. Various
experiments were conducted manually where we used different hyperparameters
to get the best set in order to produce the best performance. The image size was
224x224, and the maximum text length varied by dataset. The Fakeddit dataset
was set to a maximum text length of 48 words, while Politifact and Gossipcop to
32 words which were set after analyzing the mean and maximum sequence length
in the text inputs. We split the training data into an 80:20 train-validation set
and kept the test set separate until training was complete.

Only normalization layers and bias were excluded from weight decay while
setting up the AdamW optimizer. For the Fakeddit dataset, a batch size of 16
and the maximum learning rate chosen was 3e−6 and was scheduled with the
help of the scheduler. The model was trained for 4 epochs and evaluated on the
validation set after every epoch. However, for the Politifact and the Gossipcop
dataset, the maximum learning rate was chosen to 2.5e−6 and was trained for 6
epochs. This was found to be the optimum based on several experiments. Finally,
once the training was complete, it was tested on the test set, which was 20%
of the respective datasets. The experimentation was carried out in the Google
Colaboratory platform using Tesla T4 GPU, and the code is publically available
which can be found at https://github.com/Kamonashish/DeBERTNeXT.

Dataset: A crawler was developed to download images from the URLs in the
dataset. After filtering GIFs, broken, and distorted images, we extracted 154,644
news records for the Fakeddit dataset [14], 304 for the Politifact dataset, and
8,008 for the Gossipcop dataset. We only used records with both usable text and
image data that would refer to the same unique ID of that record.

Data Processing: All the images were extracted using the crawler with the
help of the Python libraries: Beautiful Soup and urllib. Once the filtered and
refined images were attained, the selected images were reshaped and normalized
later during the training phase. Only the URLs were removed for the text since
different transformer architectures accept tokens instead of plain English words.

Dataset Pipeline: The data loader pipeline increases loading time signifi-
cantly as compared to directly loading data to RAM but is necessary as required
in case of large datasets when there are RAM constraints. The dataset pipeline
accepts the image file path, the text and the label for a particular record in the
dataset and processes it to tensors which are accepted by the model. All the
images are first loaded from their file path and then reshaped to (224, 224, 3).
The reshaping is followed by normalizing the images then converted to tensors.
All the text inputs are passed through a model-specific tokenizer which is ob-
tained from the HuggingFace library [25]. All the textual content in the record
is tokenized to the maximum length and the text beyond the maximum length
is truncated. Special tokens such as [CLS], [SEP] and [PAD] are used. The to-
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kenizer output is in the form of tensors as input ids and attention masks.
The input ids are the tokenizer-processed tokens extracted from text, whereas
attention masks are tensors of 0 and 1 that serve the purpose of allowing the
model to use attention on selected tokens. The input ids and attention masks

are given as output for the text inputs of the DeBerta V3 model. At last, the
2 way label, which is provided as 0 or 1 in the dataset for fake or real news is
also converted to a tensor and given as output to the dataset pipeline.

After training was completed, the model was evaluated on the test set on a
variety of classification and evaluation metrics which include accuracy, precision,
recall and F1 score. The ROC AUC score, True Positive (TP), True Negative
(TN), False Negative (FN) and False Positive (FP) were also noted. Based on our
literature review, these were used in calculations for accuracy, recall, precision
and F1 score to compare with other models. The best result of three experiments
was considered. The model’s accuracy and loss plot per epoch for each dataset
can be found in .ipynb files in the GitHub repository.

Table 1: Comparison with other models on Fakeddit dataset. (-) indicates that
results were not published

Models Accuracy
Fake News Real News

Precision Recall F1 Precision Recall F1

VGG 19 + Text-CNN [17] 0.804 0.838 0.749 0.791 0.704 0.728 0.716

VQA* [2] 0.631 0.712 0.512 0.596 0.590 0.693 0.637

NeuralTalk [27] 0.612 0.698 0.610 0.651 0.612 0.712 0.658

att-RNN [6] 0.745 0.798 0.637 0.708 0.627 0.713 0.667

EANN [23] 0.699 0.750 0.628 0.684 0.648 0.720 0.682

MVAE [10] 0.784 0.789 0.699 0.741 0.702 0.717 0.709

FakeNED [15] 0.878 - - - - - -

CNN for text and image [16] 0.870 - - - - - -

DeepNet [8] 0.864 - - - - - -

DistilBERT + VGG 16 [9] 0.604 - - - - - -

DeBERTNeXT 0.912 0.910 0.950 0.930 0.917 0.854 0.884

From Table 1, the authors fused the outputs from Text-CNN with VGG-
19 to attain an overall accuracy of 0.804 [17]. Moreover, they modified and
trained the VQA [2], NeuralTalk [27], att-RNN [6], EANN [23] and MVAE [10]
on the Fakeddit dataset for binary classification. We include their results for
comparison. The authors [17] modified VQA by using a binary class layer as the
final layer and renamed it as VQA*. In FakeNED [15], after the textual and visual
features were extracted, a step was added where a single one-dimensional tensor
was passed to fully connected layers for binary classification, where it attained
an accuracy of 0.878 and an F1 score of 0.910. Compared with FakeNED, our
model outperforms the accuracy by 3.80% and achieves an F1 score of 0.912 by
weighted average. CNN was used for both text and images in [16] where both
the feature vectors attained after the convolutional layer were passed through
two dense layers with ReLU non-linear activation before being concatenated. In
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the end, the logsoftmax function is applied to attain a micro-average accuracy of
0.870, precision of 0.880, recall of 0.870 and F1 score of 0.870. Similarly, DeepNet
[8], which has ReLU as an activation function and softmax function for the final
output layer, attains a precision of 0.894, recall of 0.850, an F1 score of 0.872
and an accuracy of 0.864. As compared to the macro-average, our model also
outperforms them as we attain an accuracy of 0.912, precision of 0.913, recall of
0.902 and F1 score of 0.917, respectively.

Table 2: Comparison with other models on Politifact and Gossipcop Dataset. (-)
indicates that the results were not published

Models
Dataset: Politifact Dataset: Gossipcop

Accuracy Precision Recall F1 Accuracy Precision Recall F1

SpotFake+ [21] 0.846 - - - 0.856 - - -

SAFE [29] 0.874 0.889 0.903 0.896 0.838 0.857 0.937 0.859

Cross-Domain Detection [20] 0.840 0.836 0.831 0.835 0.877 0.840 0.832 0.836

att-RNN [6] 0.769 0.735 0.942 0.826 0.743 0.788 0.913 0.846

CMC [24] 0.894 - - - 0.893 - - -

EANN [23] 0.740 - - - 0.860 - - -

MVAE [10] 0.673 - - - 0.775 - - -

SpotFake [22] 0.721 - - - 0.807 - - -

SceneFND [28] 0.832 - - - 0.748 - - -

DeBERTNeXT 0.913 0.921 0.914 0.915 0.902 0.914 0.902 0.906

Most of the multimodal models use transfer learning to improve the accuracy
of detection. From Table 2, SpotFake+ [21], SpotFake [22], CMC [24] use VGG19
for image content and a transformer-based model such as XLNet [26] and BERT
for the textual content. XLNet has a potential for bias [11] and other disadvan-
tages such as more computational cost and longer training time. The authors
of SpotFake+ have attained an accuracy of 0.846 for the Politifact dataset and
0.856 on the Gossipcop dataset, which is less as compared to our model. This can
be because DeBERTa has some notable advantages over the XLNet model for
the textual representations which include higher efficiency, better performance
on downstream tasks and improved masking strategy, pre-training techniques
and flexibility in model size.

Similar to the textual aspect, our model has notable advantages as it uses
ConvXNet over the commonly incorporated VGG 19 used in SpotFake, CMC and
Spotfake+ for the image content. Advantages include improved accuracy, scala-
bility, improved regularization, etc. The authors of SpotFake+ have trained the
SpotFake, MVAE and EANN models on the Politifact and Gossipcop datasets.
We have used those results for a comparison with our model and it can be seen
that our model outperforms all of them in terms of accuracy. SAFE [29] uses
Text-CNN architecture for both image and text, but transformer models like
DeBERTa perform better due to their bidirectional attention mechanism which
allows it to better capture contextual information. SAFE’s methodology beats
our model’s recall result on the Gossipcop dataset, but our model performs bet-
ter on all other metrics.
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5 Conclusion

We presented a new multimodal framework that can detect fake news using
images and text in a large and small datasets. Our model utilizes the combined
power of the transformer model and the ConvNeXT architecture for textual
and image content. As per our literature review, our model achieves a better
result than other models trained on the same dataset for binary classification. In
future, we plan to incorporate more modalities such as audio, video and extract
features to combine them with textual content for a complete all-modal fake
news detection framework while achieving satisfying classification results.
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