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Abstract. Similarity search is one of the most popular techniques for time series 

anomaly detection. This study proposes SAX-MP, a novel similarity search ap-

proach that combines Symbolic Aggregate ApproXimation (SAX) and matrix 

profile (MP). The proposed SAX-MP method consists of two phases. The SAX 

method is used in the first phase to extract all of the subsequences of a time series, 

convert them to symbolic strings, and store these strings in an array. In the second 

phase, the proposed method calculates the MP based on the symbolic strings that 

are represented for all subsequences extracted in the first phase. Since a subse-

quence is represented by a symbolic string, the MP is calculated using a distance-

based longest common subsequence rather than the z-normalized Euclidean dis-

tance. Top-k discords are detected based on the similarity MP. The proposed 

SAX-MP is implemented on several time series datasets. Experimental results 

reveal that the SAX-MP method is particularly effective at detecting anomalies 

when compared to HOT SAX and MP-based methods. 

Keywords: Anomaly detection, Matrix profile, SAX, HOT SAX, LCS method. 

1 Introduction 

Anomaly detection is the process of identifying unusual states that occur in the da-

taset. Anomalies in time series can be caused by a variation in the amplitude of data or 

an alteration in the shape of the data [1]. Many wasteful costs and damages can be 

avoided if anomalies are detected early. For instance, real-time transaction data detec-

tion aids in the detection of fraudulent Internet transaction activities. Or anomaly de-

tection in industrial manufacturing prevents incidents that may stop the production line.  

Time series similarity search or discord search is one of the most popular techniques 

for anomaly detection, which is widely used in a multitude of disciplines, including 

healthcare systems, energy consumption, industrial process, and so on [2]. Symbolic 
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Aggregate ApproXimation (SAX) [3] is a representative method of similarity search-

based approaches. The original SAX method aims to reduce the data dimensionality by 

converting time series data to a symbolic string. SAX is superior to other representa-

tions for detecting anomalies and discovering motifs in data mining [3]. Keogh et al. 

proposed a HOT SAX that employed a heuristic framework that included an outer loop 

and inner loop to order the SAX sequence for discord discovery [4]. Several extensions 

of SAX, such as HOT aSAX [5], ISAX [6], HOTiSAX [7], and SAX-ARM [8], were 

proposed to improve both effectiveness and efficiency concerning SAX and HOT SAX. 

Besides, matrix profile (MP) [9, 10] is a measure of similarity between all subse-

quences of a single time series. MP is also a widely used technique of similarity search-

based approach for discord discovery. The MP, which is based on an all-pair-similarity-

search on the time series subsequences, is regarded as one of the most efficient methods 

for comprehensive time series characterization. Assume that there is a time series, T, 

and a subsequence length, m. The MP presents the z-normalized distance between each 

subsequence in T and its nearest neighbor. As a result, the MP is used to discover mo-

tifs, shapelets, discords, and so on. However, the main disadvantage of the MP is that 

its complexity rises quadratically with time series length.  

Regarding the aforementioned analysis, this study proposes a novel similarity search 

approach that combines SAX and MP (denoted as SAX-MP) for anomaly detection. 

The proposed SAX-MP can capitalize on the benefits of both the SAX and the MP 

while minimizing their drawbacks. First, the MP requires quadratic space concerning 

the length of time series data, whereas SAX can reduce time series dimensionality. Two 

conversions are made by SAX: 1) Piecewise Aggregate Approximation (PAA) is em-

ployed to reduce the dimensionality of time series from n dimensions to w dimensions, 

and 2) the subsequences are finally transformed to symbolic representation. Thus, the 

proposed SAX-MP uses SAX to firstly segment and convert time series data into SAX 

symbols. Thereafter, the concept of MP is used to calculate the distance between each 

subsequence and its nearest neighbors. Time series discords are discovered based on 

the similarity-based MP, with extreme values. In addition, this study employs Longest 

Common Subsequence (LCS) method [11], which is an effective similarity measure for 

two strings, to calculate the similarity MP in the proposed SAX-MP. 

The paper is structured as follows. Section 2 provides some related works. Section 

3 describes the procedure of the proposed SAX-MP method. The numerical results are 

shown in Section 4. Section 5 comes with the conclusion and future research direction. 

2 Related works 

This section provides an overview of related studies on time series anomaly detection. 

The key definitions linked to this work are presented at the beginning of this section. 

Definition 1. A time series T is a set of real-valued numbers, 𝑇 = 𝑡1, 𝑡2, … , 𝑡𝑛 where 

n is the length of T. 

Definition 2. A subsequence 𝑇𝑖,𝑚 is a subset that contains m continuous variables 

from T beginning at location i. 𝑇𝑖,𝑚 = 𝑡𝑖, 𝑡𝑖+1, … , 𝑡𝑖+𝑚−1, where 1 ≤ 𝑖 ≤ 𝑛 − 𝑚 + 1. 

Definition 3. A distance profile 𝐷𝑖  is a vector of Euclidean for fix m between a given 

ICCS Camera Ready Version 2023
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-36021-3_21

https://dx.doi.org/10.1007/978-3-031-36021-3_21
https://dx.doi.org/10.1007/978-3-031-36021-3_21


3 

𝑇𝑖,𝑚 and each subsequence in the set of all subsequences. 𝐷𝑖 = [𝑑𝑖,1, 𝑑𝑖,2, … , 𝑑𝑖,𝑛−𝑚+1], 

where 𝑑𝑖,𝑗 is the distance between 𝑇𝑖,𝑚 and 𝑇𝑗,𝑚, 1 ≤ 𝑗 ≤ 𝑛 − 𝑚 + 1.  

Definition 4: A matrix profile MP is a vector of z-normalized Euclidean distances 

between each 𝑇𝑖,𝑚 with its nearest neighbors 𝑇𝑗,𝑚. MP = [min(D1), min(D2),..., min(Dn-

m+1), where 𝐷𝑖  is a distance profile that is determined in Definition 3. 

Definition 5: A matrix profile index 𝐼 is a vector of integers corresponding to matrix 

profile MP: 𝐼 = 𝐼1, 𝐼2, … , 𝐼𝑛−𝑚+1, where 𝐼𝑖 = 𝑗 if min(𝐷𝑖) = 𝑑𝑖,𝑗. 

Definition 6. Time Series Discord: Given a time series T and its subsequence 𝑇𝑖,𝑚, 

𝑇𝑖,𝑚 is defined as a discord of T if it has the largest distance to its nearest neighbors. 

Regarding the matrix profile’s definition, a subsequence 𝑇𝑖,𝑚, is a  𝑘𝑡ℎdiscord if its ma-

trix profile is the 𝑘𝑡ℎ the largest distance in the vector of the MP. 

2.1 Review of anomaly detection-based SAX approaches 

Anomaly detection, which is the problem of discovering anomalous states in a given 

dataset, has been a significant issue in the field of data signals research. The detection 

of anomalies is regarded as the first and most important stage in data analysis to notify 

the user of unexpected points or trends in a collected dataset. The current approaches 

for anomaly detection on sensor data can be grouped into several classes such as statis-

tical and probabilistic approaches, pattern-matching approaches, distance-based meth-

ods, clustering approaches, predictive methods, and ensemble methods [12]. This study 

focuses on reviewing some approaches based on the SAX method. 

SAX is a symbolic representation of time series that gives an approximation. SAX 

employs PAA [13], a non-data adaptive representation method, to reduce dimensional-

ity. The PPA technique partitions the data into subsequences of equal length. Each sub-

sequence’s mean is calculated and used as a subsequence representation. Then, SAX 

will convert each subsequence into a symbolic representation. SAX is an efficient and 

useful method in querying time series subsequences and can also be used in a variety 

of time series data mining activities, including pattern clustering and classification [2].  

 Regarding the SAX method, several applications focus on simple and effective sig-

nal conversion. Lin et al. [3] employed SAX to compare the differences between data 

patterns by converting data to strings. Keogh et al. [4] proposed a HOT SAX to search 

and compare abnormal signals for time series data. Three main advantages of the SAX 

method are also determined [4]. First, SAX can perform the data dimension reduction 

which reduces the complexity of subsequent analysis and reduces memory usage. Sec-

ond, SAX converts data into strings to make data pattern comparison more convenient 

and easy to interpret. Third, SAX gains an advantage in the definition of the minimum 

distance formula, which is used to determine the difference between strings. If the dis-

tance between two strings is smaller, the shape is closer. For the two closer strings, the 

greater distance represents the more difference in morphology. SAX simply compares 

different strings by computing the distance between the strings and using the distance 

to find the highly repetitive patterns or the most different patterns. The related research 

employed the SAX method for anomaly detection can be seen in [3-5, 8, 13]. 

2.2 Review of the Longest Common Subsequence (LCS) method 

Suppose that there are two strings 𝑋 = (𝑋1, 𝑋2, … , 𝑋𝑛), 𝑌 = (𝑌1, 𝑌2, … , 𝑌𝑛), and their 
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common subsequence is denoted as CS(X, Y). The longest common subsequence of X 

and Y, LCS(X, Y) is defined as a CS(X, Y) with maximum length [14]. The concept of 

LSC is to match two sequences by allowing them to stretch without altering the order 

of each value in the sequence. Unmatched values discovered throughout the LCS 

searching and matching process would be excluded (e.g., outliers) without impacting 

the final LCS outcome. The LCS might reflect the similarity of the two subsequences 

in this research. The recurrence relations of the LCS method are described as follows:  

 𝐿𝐶𝑆(𝑋𝑖 , 𝑌𝑗) =  {

0                                                    𝑖𝑓 𝑖 = 0 𝑜𝑟 𝑗 = 0             

𝐿𝐶𝑆(𝑋𝑖−1, 𝑌𝑗−1) + 1                       𝑖𝑓 𝑖, 𝑗 > 0 𝑎𝑛𝑑 𝑋𝑖 = 𝑌𝑗      

max {𝐿𝐶𝑆(𝑋𝑖 , 𝑌𝑗−1), (𝑋𝑖−1, 𝑌𝑗)}    𝑖𝑓 𝑖, 𝑗 > 0 𝑎𝑛𝑑 𝑋𝑖 ≠ 𝑌𝑗      

 (1) 

where 𝐿𝐶𝑆(𝑋𝑖 , 𝑌𝑗) represents the set of LCS of prefixes 𝑋𝑖  and 𝑌𝑗. 

3 Proposed method 

This section presents the proposed SAX-MP method that combines SAX and MP for 

time series anomaly detection. The SAX-MP method consists of two phases. In the first 

phase, time series data is converted to alphabet strings using the SAX method. The 

second phase is to calculate the MP based on the LCS technique. Time series discords 

are found based on the MP’s outcome. The SAX-MP procedure is illustrated in Fig. 1. 

The proposed method is described detailed as follows. A given time series T is firstly 

normalized in the proposed SAX-MP method. Then, SAX is employed to convert it 

into alphabet strings. Regarding the SAX method, two parameters, i.e., alphabet size 

“a”, and word size “w”, need to be defined. Referring to the work of HOT-SAX [4], 

the SAX alphabet size “a” was set as 3 after conducting an empirical experiment on 

more than 50 datasets. The SAX word size “w” highly depends on time series charac-

teristics. A smaller value of w is preferred for datasets that are typically smooth and 

slowly altering, whereas a greater value of w is preferred for more complicated time 

series. Given a length of subsequence (m), a set of all subsequences is extracted by 

moving the m-length window across the time series. A SAX representation is created 

based on the selected parameters of “a” and “w”. Each subsequence is then converted 

to alphabet strings and stored in an array A. This whole process is quite similar to the 

Outer Loop of HOT-SAX. Fig.2 illustrates this converting process. 

In the next stage, the MP is calculated based on the set of all subsequences resulting 

from the first stage. The distance profile 𝐷𝑖  is firstly computed based on Definition 3. 

The distance between two subsequences is calculated by the LCS method. Herein, each 

subsequence is represented by a symbolic string. Thus, the distance profile 𝐷𝑖  based 

LCS is defined as 𝐷𝑖 = [𝐿𝐶𝑆𝑖,1, 𝐿𝐶𝑆𝑖,2, … , 𝐿𝐶𝑆𝑖,𝑛−𝑚+1], where 𝐿𝐶𝑆𝑖,𝑗 is the distance be-

tween 𝐴𝑖 and 𝐴𝑗, 1 ≤ 𝑗 ≤ 𝑛 − 𝑚 + 1, 𝐴𝑖 and 𝐴𝑗 belong to array A. The 𝐿𝐶𝑆𝑖,𝑗 =

𝐿𝐶𝑆(𝐴𝑖, 𝐴𝑗) is calculated by Eq.(1). Thereafter, the MP-based LCS and index I are 

obtained using Definitions 4 and 5. Several algorithms were used to compute the MP 

such as STAMP [9], STOMP, SCRIMP++, and AAMP, with their time complexity 

being 𝑂(𝑛2 log 𝑛), 𝑂(𝑛2), 𝑂(𝑛2 log 𝑛/𝑚), and 𝑂(𝑛(𝑛 − 𝑚)), respectively.  
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Fig. 1.  An illustration of the proposed SAX-MP. 

This study inherits the process to perform a pairwise minimum operation in STAMP, 

STOMP, and SCRIMP algorithms to obtain the matrix profile MP and its index I. 

Fig. 2 describes the procedure to obtain MP-based LCS. Array A is obtained from 

the first stage of the proposed SAX-MP. Lines 1 and 2 initialized the matrix profile MP 

and matrix profile index I. Besides, idxes is initialised as the number of subsequences.. 

Line 4 calculates the distance profile-based LCS using Eq.(1). Line 5 computes the MP-

based LCS and matrix profile index I using the pairwise minimum operation [9]. Fi-

nally, the vector MP and corresponding I are obtained.  

Time series discords are found based on the obtained matrix profile MP. The maxi-

mum value in the MP shows the first discord while its corresponding index I reflects 

the location of the first discord. According to Definition 6, the top-k discords can be 

detected where is a user-defined parameter. An anomalous pattern is identified starting 

at the discord k index and lasting till the end of subsequence length m. 

 

Fig. 2.  Algorithm procedure to calculate the MP in the proposed SAX-MP method 

4 Experimental results 

This section provides the empirical results to evaluate the performance of the proposed 

SAX-MP method on different datasets. The proposed SAX-MP is compared with the 

MP method [9], and HOT SAX [4]. The result of HOT SAX is obtained from its original 

paper. All the datasets in the experiment are collected from a supported page provided 

Procedure to find MP  based  LCS

Input: array A  (contains n-m+1 subsequences in symbolic representation)

Output: matrix profile MP  based LCS , matrix profile index I

1 Initialization: 

2 MP  ← infs, I  ← zeros, idxes ← n -m +1

3 for each idx  in idxes  do

4 D  ← LCS (A(idx), A) // Calculate distance profile based LCS

5 MP, I ←Element Wise Min (MP, I, D, idx )

6 end for

7 Return MP, I
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by Keogh. E. [18]. The algorithm is evaluated based on two performance metrics: ef-

fectiveness, and efficiency. Regarding effectiveness, F1 score is employed. F1 score is 

calculated as 𝐹1 = ((2 ∗ 𝑃𝑅)/(𝑃 + 𝑅)) ∗ 100%, where 𝑃 = (𝑇𝑃/(𝑇𝑃 + 𝐹𝑃)) ∗ 100%, and 

𝑅 = (𝑇𝑃/(𝑇𝑃 + 𝐹𝑁)) ∗ 100% are precision and recall, respectively. TP, FP, and FN are 

denoted for true positive, false positive, and false-negative results respectively. F1 

scores range from 1 to 0, with 1 being the best and 0 being the worst.   

4.1 Anomaly detection on the tested datasets 

(I) Space Telemetry dataset 

This dataset contains 5000 data points which are divided into five energize cycles. The 

fifth cycle is remarked as the Poppet pushed considerably out of the solenoid before 

energizing, indicating the discord. The parameter is set up as m = 128, w =4, and a =3. 

The SAX-MP detects the first discord at the beginning location of 4221, which is quite 

similar to the result of the HOT SAX method as well as the experts' annotations. The 

result of the MP method is a little different from HOT SAX and the SAX-MP since the 

MP can detect the top 3 discords at the beginning locations of 3870, 2872, and 3700, 

respectively. Thus, the SAX-MP and HOT SAX can effectively detect the anomalies in 

this dataset while the MP method has some deviation from the real discord.  

(II) Electrocardiograms data 

The first ECG dataset is stdb_308 which contains two time-series. The length of the 

sequence is set as m =300 while “w” and “a” are set as 4 and 3, respectively. The pro-

posed SAX-MP finds out the discord at IMP=2286 and IMP=2266 for the datasets 

stdb308_a and stdb308_b, respectively. This result is consistent with HOT SAX and 

the ground fact. However, the first discord found by the MP method is quite different 

from the beginning position of 2680 for the dataset stdb308_a. The second discord of 

the MP method (at position 2282) is relatively close to the IMP.  

The second ECG dataset is mitdb/x_mitdb/x_108, which is more complicated with 

different types of anomalies. The length of the subsequence is selected as m=600. The 

proposed SAX-MP method points out the top three discords at 10868, 10022, and 4020, 

respectively while the top three discords are located at 10871, 10014, and 4017, respec-

tively by the HOT SAX method. The MP method also finds out the top three discords 

at positions 10060,11134, and 4368, respectively. The result proves that the proposed 

SAX-MP method is quite effective in anomaly detection on time series data. 

(III) Video surveillance dataset 

A video surveillance dataset was compiled from a video of an actor performing various 

acts with and without a replica gun. The first three discords are founded by the SAX-

MP method at locations 2250, 2850, and 290, respectively. The parameter setting of the 

SAX-MP method is as follows: m=250, w =5, and a =3. The HOT SAX detects 3 po-

tential discords at locations 2250, 2650, and 260, respectively, while the discords dis-

covered by MP are quite similar to the SAX-MP, located at 2192, 2634, and 1942. Note 

that three anomalous patterns detected by the SAX-MP are covered by the top two dis-

cords discovered by the HOT SAX. Besides, compared with the real discords of this 

dataset in [19], the proposed SAX-MP can detect the majority of anomalies. 

Table 1 summarizes the discord discovery result of the SAX-MP, MP, and HOT 

SAX methods. Fig. 3 displays the result on mitdb/x_mitdb/x_108 and video surveil-

lance datasets for illustrations. 
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Table 1. Result summary of discord discovery 

Dataset 
Discord 

length 

Top-k 

discords 
Location of discord 

SAX-MP MP HOT SAX 

Shuttle 128 1 4221 3780 4228 

stdb308_a 300 1 2286 2680 2286 

stdb308_b 300 1 2226 2710 2226 

mitdb/x_mitdb/x_108 600 

1 10868 10060 10871 

2 10022 11134 10014 

3 4020 4368 4017 

Video 250 

1 2320 2192 2250 

2 2630 2634 2650 

3 2090 1942 260 

 SAX-

MP 

  

 

 MP 

 

 

 HOT- 

SAX 

 

 
 

mitdb/x_mitdb/x_108 
 

video surveillance 

Fig. 3.  Experimental result in ECG dataset (mitdb/x_mitdb/x_108) 

4.2 Performance evaluation 

To evaluate the performance of the proposed method, the F1 score and running time are 

used. Since the abnormal sequences were labeled by domain experts, we considered the 

results provided in [11] to be correct and these results are used for comparison. The 

detected results of the proposed SAX-MP are entirely consistent with the experts' dis-

cords on Shuttle and the two ECG datasets. Thus, these datasets obtain the F1 score of 

1. For the video dataset, the SAX-MP only achieves an F1 score of 0.89 while HOT 

SAX and MP methods adopt the F1 score as 0.81 and 0.72, respectively. This result 

proves the effectiveness and efficiency of the proposed method. 

5 Conclusion  

SAX is a well-known method for reducing time series data dimensions by converting a 

time series to symbolic strings. The proposed SAX-MP approach, which combines 

SAX and MP, can take advantage of SAX in reducing the dimensionality of data while 

lowering the MP’s drawback in time complexity. A time series data is firstly segmented 

using the PPA technique and then converted to symbolic strings. Thereafter, the MP is 

employed on the converted strings. Instead of using the Euclidean Distance, the pro-

posed SAX-MP utilizes the LCS technique to compute the similarity MP for the strings 
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extracted from the SAX procedure. The similarity MP is used to detect the anomalies 

in time series data. The experimental results in five time series datasets show that the 

proposed SAX-MP is extremely effective in discovering the top three discords of the 

tested datasets. 

The length of the subsequence, the SAX word size, and the alphabet size all have an 

impact on the results of the proposed SAX-MP. Thus, these features can be optimized 

using some meta-heuristic approaches such as sine-cosine algorithm in future research. 
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