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Abstract. This paper focuses on autonomously classifying adverse events based 

on consumers' comments regarding health and hygiene products. The data, 

comprising over 152,000 comments, were collected from e-commerce sources 

and social media. In the present research, we propose a language-independent 

approach using machine translation, allowing for unified analysis of data from 

various countries. Furthermore, this study presents a real-life application, mak-

ing it potentially beneficial for subsequent scientific research and other business 

applications. A distinguishing feature of our approach is the efficient modeling 

of colloquial language instead of medical jargon, which is often the focus of 

adverse event research. Both hierarchical and non-hierarchical classification 

approaches were tested using Random Forest and XGBoost classifiers. The 

proposed feature extraction and selection process enabled us to include tokens 

important to minority classes in the dictionary. The F1 score was utilized to 

quantitatively assess the quality of classification. Hierarchical classification al-

lowed for faster classification processes than the non-hierarchical approach for 

the XGBoost classifier. We obtained promising results for XGBoost; however, 

further research on a wider range of categories is required. 
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1 Introduction 

Adverse events are defined as untoward medical occurrences following exposure to a 

medicine, not necessarily caused by that medicine [1]. Adverse events can potentially 

be hazardous to humans, causing irreversible changes in the human body and, in ex-

treme cases, death [2]. They pose a significant public issue, affecting human health 

and life, and causing substantial financial losses [3, 4]. Adverse events can be caused 

by pharmaceutical products, cosmetics, care products, and cleaning agents [5]. The 

Center for Food Safety and Applied Nutrition (CFSAN) has provided the Adverse 

Event Reporting System (AERS), which allows for reporting adverse events and 
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product complaints related to foods, dietary supplements, and cosmetics [6]. 

Knowledge of adverse event occurrences enables improvements in products, making 

them safer and more attractive to consumers. 

Nowadays, machine learning techniques are applied in various fields, including 

adverse event classification [7, 8]. Common approaches are based on using Support 

Vector Machines [4], Random Forest [7], or Maximum Entropy [9]. Neural networks, 

such as Convolutional Neural Networks (CNN) [10], attention-based deep neural 

networks [11], and Bidirectional Encoder Representations from Transformers (BERT) 

[12], are also employed in adverse event classification. It is worth noting that imbal-

anced classes are a common problem in this area [13]. 

Recently, the role of social media and e-commerce portals has become increasingly 

crucial for expressing opinions among consumers. Social media [14] and e-commerce 

data sources pose challenges from a data processing perspective, especially for Natu-

ral Language Processing. Comments and opinions published on the Internet often 

contain misspellings and slang expressions. However, activity on social media or e-

commerce platforms is an essential part of our lives [15] and can be considered a 

valuable and underexplored source of information about adverse events [13]. Patta-

nayak et al. discussed the advantages of applying e-commerce insights in the pharma-

ceutical industry [16]. 

Our literature review reveals that approaches to adverse event classification pri-

marily focus on binary classification and are related to adverse events occurring in 

drugs. Additionally, the conducted analyses concentrate on texts initially written in 

one language, usually English. Language independence allows for broader analysis of 

adverse events, taking cultural trends into consideration and enabling quicker detec-

tion of problems. In the reviewed scientific papers, authors apply classical classifiers 

and neural networks; however, to the best of our knowledge, the hierarchical classifi-

cation approach has not been used for the adverse event classification problem. Hier-

archical classification is described as dividing a problem into smaller classification 

problems [17, 18]. 

In this paper, we propose the first attempt to conduct hierarchical classification on 

a large dataset consisting of e-commerce and social media texts. Our research focuses 

on over-the-counter (OTC) drugs and other health and hygiene products, including 

sexual well-being products and household chemicals. Our main contributions within 

the framework of the presented research are: 

• performing multiclass classification of adverse events based on consumers’ com-

ments using a language-agnostic approach, 

• examining both hierarchical and non-hierarchical approaches to classification, 

• carrying out classification in conditions as close to production as possible, 

• expanding research on adverse event classification to non-drug products. 
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2 Materials and methods 

2.1 Dataset 

The dataset consists of over 152,000 texts gathered from e-commerce sources such as 

Amazon and Lazada, and social media platforms like Facebook and Twitter. It in-

cludes, among others, online product reviews, discussions about usage, and messages 

directed to brand profiles. This proprietary dataset was collected with the assistance of 

several third parties for internal processes related to customer relationship manage-

ment and adverse event reporting. The texts were written in English and other lan-

guages, such as Spanish, Russian, Japanese, and Arabic. Approximately 70% of the 

data were initially written in English, while the remaining 30% were written in non-

English languages and machine-translated into English. It is worth noting that the 

dataset reflects the actual distribution of the data collected, with heavily imbalanced 

classes – see Fig.1. The texts were used as collected from the Internet and are unstruc-

tured, containing grammar mistakes, misspellings, numbers, and emojis. Non-English 

observations were machine-translated into English, which can make classification 

more challenging by introducing translation artifacts and mistakes. However, this 

approach allows for language-independent classification. Customer relations agents 

labeled the data in accordance with internal procedures for handling online engage-

ments from customers, ensuring high data quality as trained subject matter experts 

processed it. A hierarchical labeling system was applied; for example, each observa-

tion was assigned a label on each hierarchy level. Fig.1 shows the category tree struc-

ture, with the percentage of observations of each class in the adverse-event and non-

adverse event sets given in parentheses. The label "Other" means that the observation 

contains adverse events other than the ones listed. 

 

 

Fig. 1. Structure of labelled data 

2.2 Data Processing 

The data processing procedure included data cleaning, data translation, feature extrac-

tion and selection, and feature normalization. Data cleaning consisted of removing 

emojis and links. The machine translation process was applied to analyze all gathered 

data, even if it was not initially written in English. English has been defined as a 

common language for all comments. Text Translator, using Azure Cognitive Services 

[19, 20], was applied to translate non-English comments. It is worth noting that ma-

chine translation is not a perfect mechanism, and the translation of concise phrases 

can result in over-translation [21]. To assess the quality of translation, the following 

pilot experiment was conducted: English language comments were used as a training 
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dataset. The tests were performed separately on English and translated comments. The 

tests were repeated, and the obtained results showed that classification metrics did not 

differ, hence the quality of translation was sufficient. 

Fig. 2 shows the feature extraction flowchart. The extracted features can be divided 

into two groups. The first group contains a set of general features, calculated once 

before the classification process. This set includes the number of words in each com-

ment, the number of sentences, the ratio of stop words to all tokens, the number of 

exclamation signs, the number of questions, the ratio of uppercase to all tokens, mean 

word length, mean sentence length, and the ratio of numbers to all tokens. The second 

set of features was calculated before each level of classification. The N most common 

tokens were extracted for each class, with the union of these extracts being used as a 

dictionary for vectorization. This approach enables taking into account tokens from 

all classes. Otherwise, tokens describing small-sized classes could be omitted. In the 

present research, the first 500 tokens for each class were extracted and vectorized 

using the Term Frequency-Inverse Document Frequency method (TF-IDF). The Min-

Max Scaler, which scales the minimum and maximum values to 0 and 1, was applied. 

We implemented the software for data analysis and classification in Python, using 

libraries such as NumPy, scikit-learn, pandas, and Azure-specific libraries. 

 

 

Fig. 2. Feature extraction flowchart. 

2.3 Classification 

The main aim of the classification process was to predict if the comment mentions an 

adverse event and, if yes, to assign the type of adverse event. The additional objective 

was to predict the sentiment of non-adverse events. Two tree structure classification 

methods were tested: XGBoost and Random Forest. Class weights were provided in 

the binary classification problem on the first level (i.e., adverse event vs. not adverse 

event classification) to tackle the class imbalance problem. The rest of the parameters 

were set empirically. Parameter tuning was conducted using grid search, and the fol-

lowing parameters were tested: learning rate and maximum depth of tree for 

XGBoost, and tree number for Random Forest. The following parameters were set for 

XGBoost [22]: learning rate: 0.3, maximum depth of a tree: 6, and scale_pos_weight 

was used. For Random Forest, the chosen parameters were [23]: tree number: 100, 

class_weight: 'balanced'. These classification models were chosen for the following 

reasons: a lower number of parameters (compared to deep learning models), lower 

computational cost allowing experiments to run in a reasonable amount of time, and 

clear interpretability. Moreover, literature shows that these classifiers can be applied 

to text classification problems [24, 25] with imbalanced classes successfully. 
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Two approaches were tested: the proposed hierarchical approach and the non-

hierarchical approach. The hierarchical approach is presented in Fig. 3. In the non-

hierarchical approach, all nine classes (tree leaves): seven classes of adverse events 

and two classes of non-adverse events were considered, and 9-class classification was 

performed. Hierarchical classification allows performing classification at different 

levels of the hierarchy tree sequentially. Separate classifiers are trained using 5-fold 

cross-validation to better estimate the classifier's power. Various classification thresh-

olds are tested to obtain the best threshold, maximizing the F1 score. The dataset was 

shuffled and divided into train and test datasets in a stratified way, using an 80:20 

proportion. The classifiers were evaluated using the following metrics: accuracy, 

recall, precision, and F1. 

 

 

Fig. 3. Hierarchical approach 

3 Results 

Table 1 presents the results of the classification for hierarchical and non-hierarchical 

approaches. The table includes the results of nine-class classifications containing 

seven adverse event classes (six defined classes + seventh – other) and two non-

adverse event classes (positive and negative comments). We do not report overall 

scores because of the class imbalance. The metrics were calculated separately for each 

class and presented in the table below. We evaluated the model both on training and 

testing datasets to check if the model is not overfitting. We report only metrics for the 

test dataset. Precision, recall, and F1 metrics are reported for each class. For adverse 

events detection, it's crucial to detect as many occurring cases as possible. Because of 

that, the best metrics for the task are recall and F1 score. The F1 metric was presented 

for both classifiers. The second column in the table contains information if the class is 

an adverse event (ADR) or not (NONADR) for top-level binary classification. 

The application of hierarchical classification allows adjusting classification thresh-

olds on binary levels in the hierarchy. For XGBoost, the thresholds were set to 0.5 for 

both binary levels, while for the Random Forest, the threshold was set to 0.3 for the 

level classifying the occurrence of an adverse event and 0.5 for the level distinguish-

ing between a non-defined adverse event (Other) and the defined types of adverse 

events. These thresholds were chosen in the course of preliminary tests. As it may be 

ICCS Camera Ready Version 2023
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-36021-3_17

https://dx.doi.org/10.1007/978-3-031-36021-3_17
https://dx.doi.org/10.1007/978-3-031-36021-3_17


6 

noticed, better results were obtained for the XGBoost classifier, especially for minori-

ty classes such as gastrological and respiratory problems. The hierarchical approach 

has given better results for XGBoost for some classes, such as eye problems, gastro-

logical problems, headaches, and skin problems. Using Random Forest, better results 

were achieved using the hierarchical approach for all defined adverse event classes.  

Table 1. Results of non-hierarchical and hierarchical classification for F1measure 

Class Type 
Non-hierarchical Hierarchical 

XGBoost Random Forest XGBoost Random Forest 

Respiratory 
problems 

ADR 0.54 0.06 0.44 0.35 

Chemical burn ADR 0.62 0.49 0.61 0.52 

Eye problems ADR 0.32 0.22 0.56 0.52 

Gastrological 

problems 
ADR 0.14 0.01 0.24 0.08 

Headache ADR 0.55 0.21 0.64 0.62 

Skin problems ADR 0.31 0.47 0.52 0.56 

Other ADR 0.67 0.61 0.63 0.68 

Positive comment NONADR 0.88 0.88 0.87 0.88 

Negative comment NONADR 0.81 0.81 0.79 0.80 

 

Additionally, computation time for both approaches was measured. All calcula-

tions were carried out in the same conditions regarding hardware, train, and test da-

tasets. One cycle of the feature extraction and the learning process was considered. 

Performing hierarchical classification using the XGBoost classifier is over 4.5 times 

faster than a non-hierarchical approach (around 3 minutes for hierarchical and 14 

minutes for non-hierarchical). These gains may not seem high, but they will scale 

with the size of the dataset, the number of classes, and in exhaustive grid searches. In 

the case of a parameter grid containing a total of 50 combinations, the time gain 

would rise to 500 minutes. In the case of Random Forest, the hierarchical approach 

took around 6 minutes, while the non-hierarchical approach took 4 minutes. 

4 Discussion and conclusions 

The study aimed to classify adverse events independently of comment language using 

a hierarchical classification based. The classification was performed based on con-

sumers’ comments gathered from e-commerce and social-media sources. Our research 

presents the classification of adverse events occurring for OTC drugs and other me-

dicinal and hygiene products. The goal of our work was not only to obtain better re-

sults of adverse events detection but also to create the framework allowing for easier 

development of a classification model with other levels and classes. The examination 

of the language-independent approach has shown that it is possible to analyze com-

ments in various languages by mapping them to English using a machine translation 

mechanism. To the best of our knowledge, it is the first study performed on such an 
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amount of data independently from comment language, applying hierarchical classifi-

cation in adverse event problems.  

The results showed that the hierarchical approach allows not only to obtain better 

or similar results but also to carry out calculations in a notably shorter time – over 

than 4,5 times for XGBoost. Additionally, the hierarchical approach enables threshold 

adjustment at each binary level, and this approach can be easily extended to more 

levels. Finding the proper threshold allows us to obtain better results than using the 

default ones. Hierarchical classification enables the addition of additional levels and 

classes without starting the learning process from scratch. The application of inter-

pretable machine learning models such as XGBoost and Random Forest allows to 

create the ranking of features and perform the linguistic analysis of them. Additional-

ly, the hierarchical approach allows for classification with more classes. The applica-

tion of feature selection technique based on selecting N first tokens for each class 

allowed us to better tackle class imbalance. Another valuable aspect of our work is the 

fact that the presented study reflects the real business problem with imbalanced clas-

ses. Not all possible categories had been used in the study (class Other) due to insuffi-

cient data. This is an area worth exploring in further research. Our proposed method is 

less time-consuming and gives promising results. 

The presented research opens a series of planned studies. We would like to test the 

approach using more classification algorithms, such as Logistic Regression, Support 

Vector Machine and Neural Networks. Our present study does not consider the case 

of multilabel classification (more than one class possible for each of the texts). Fur-

ther research will also include more detailed class hierarchy levels. We also plan to 

develop a named entity recognition (NER) model to recognize the drugs (products), 

indications and individual adverse events as they are reported in social media and e-

commerce texts, to support pharmacovigilance practice with detection in search of 

early product issue signals from the Internet. We can also look to extend the interpret-

ability of the trained models using SHAPley values.  
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