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Abstract. A plethora of publicly available, open scholarly data has
paved the way for many applications and advanced analytics on sci-
ence. However, a single dataset often contains incomplete or inconsistent
records, significantly hindering its use in real-world scenarios. To ad-
dress this problem, we propose a framework that allows linking scientific
datasets.The resulting connections can increase the credibility of infor-
mation about a given entity and serve as a link between different scholarly
graphs. The outcome of this work will be used in the European Open
Science Cloud (EOSC) as a base for introducing new recommendation
features.
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1 Introduction

In recent years, with the development of many novel research fields, and the
rapid growth of digital publishing, the term Big Scholarly Data (BSD) has been
coined and become increasingly popular [23]. Big Scholarly Data was introduced
to reflect the size, diversity and complexity of the vast amounts of data associ-
ated with scholarly undertakings, such as journal papers, conference proceedings,
degree theses, books, patents, presentation slides, and experimental data from
research projects [8, 23]. These data collections have millions of co-authors, pa-
pers, citations, figures and tables, and massive scale-related data produced by
scholarly networks and digital libraries. The use of the BSD has gained immense
importance lately, particularly with the advent of multi-disciplinary research
projects, which use BSD to discover research collaboration, expert finder and
recommender systems [9].

One of the ongoing efforts to deliver a virtual, distributed research data
repository and related services is the EOSC - European Open Science Cloud. The
EOSC resources comprise outcomes of research efforts, such as published papers.
As a primary dataset of scientific resources for the EOSC [1], the OpenAIRE
⋆ Supported by the EOSC Future project, co-funded by the EU Horizon 2020 Pro-
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Research Graph (OARG) dataset was employed. However, they also contain
software and e-infrastructure services, such as computational power, storage,
and network to support scientific experiments [7], which sets EOSC apart from
other environments.

In this paper, we propose the OARGLink framework that enhances the
OARG dataset with the content provided by open scholarly datasets to improve
the accessibility and composability of the EOSC resources. AMiner, Microsoft
Academic Graph (MAG) [6], and DBLP are examples of the datasets which are
widely used for various research purposes [23]. Unfortunately, linking the OARG
and open records is a demanding task. Despite these datasets offering informa-
tion about the corresponding scientific resources, such information usually varies
from one dataset to another. For instance, one dataset can provide only the basic
information about scholarly resources, such as title, authors, published year etc.
At the same time, the other dataset can store such information as the number of
citations or the content of the abstract. As a result, the enrichment of the EOSC
resources will further enhance its features, such as the intelligent discovery of
the EOSC resources and smart recommendations [20] and, in the future, intro-
duce new capabilities such as suggesting research collaborations. By combining
resources of EOSC and open datasets, we will make the corresponding resources
more credible and enable the usage of scientific networks in EOSC services.

The structure of this paper is as follows. In Section 2, the EOSC and the cho-
sen open scholarly datasets are introduced. Section 3 presents the related work.
Next, in Section 4, we outline a problem of entity linking, and discuss the gen-
eral idea of the proposed OARGLink framework for connecting the OARG and
MAG datasets. Furthermore, Section 5 presents the data flow in the proposed
solution, and Section 6 describes how the data processing algorithms were cus-
tomized based on a few trials with sample databases. Section 7, presents results
that describe the efficiency of the implemented solution, known limitations and
the method of results verification. Next, Section 8 provides the discussion on the
proposed solution. Finally, Section 9 presents conclusions and future work.

2 The EOSC and open scholarly datasets

2.1 The EOSC and the EOSC Future project

The EOSC is an ongoing effort to connect the existing European e-infrastructures,
integrate cloud solutions and provide a coherent point of access to various public
and commercial services in the field of academic research [4]. The EOSC also
is a key acronym for various European R&D projects related to Open Science
on the national, regional and European levels. These projects aim at engaging
researchers to utilize a web of scientific resources that are open and Findable,
Accessible, Interoperable, and Reusable (FAIR). The regional EOSC initiatives
and aggregators contribute to the data collection on the users of available re-
sources (e.g. the EOSC-Nordic). Along with the variety of stakeholders of the
EOSC ecosystem, several different roles address the needs of these stakeholders,
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such as research infrastructures, technology providers, service providers, data
managers, researchers, policymakers (including funders), and everyday users [3].

The vision of the EOSC Future project is to deliver an operational EOSC
Platform with an integrated environment consisting of data, professionally pro-
vided services, available research products and infrastructure that will be ac-
cessed and used by the European research community. At the heart of the EOSC
Platform are the users who provide and exploit EOSC resources. Users include re-
searchers, resource providers, research and technology enablers, trainers and pol-
icymakers. The EOSC Portal is considered a universal open hub for EOSC users.
The EOSC portal offers public and commercial e-infrastructure services, includ-
ing distributed and cloud computing resources and the EOSC Research Prod-
ucts. The number of currently registered services in the EOSC Portal is almost
4003. The OARG is now the provider of Research Products for the EOSC Plat-
form, delivering around 150 million publications, datasets, research-supporting
software, configurations and other products4. The estimated size of the target
population of the EOSC is roughly 2 million, including 1.7m researchers covering
all major fields of science and levels of seniority [2].

2.2 Scholarly datasets

In general, scholarly datasets are published by organisations which own and de-
velop the platforms for scholarly data management. Such platforms are usually
exposed to the scientific community as academic search engines or digital li-
braries [23]. Their primary function is to crawl documents from the Web, extract
useful information from them, and then store and index them in a coherent repos-
itory [12, 22]. Typically, there are various scholarly applications implemented on
top of these repositories.

Table 1. Basic features of a few of the selected open scholarly datasets

Dataset Entities
OpenAIRE Research Graph
(OARG)

140m publications, 16m research data, 286k research soft-
ware items, 175k organizations

Open Academic Graph
(OAG)

MAG: 240m publications, 243m authors & AMiner: 184m
publications, 113m authors

AminerNetwork 2m publications (8m citations), 1.7m authors, 4.3m col-
laboration relationships

DBLP 6.22m publications

OpenAlex 249m publications, 103m authors, 226k venues, 108k in-
stitutions

Table 1 presents the basic statistics of the selected datasets. In addition
to search engines and digital libraries, many datasets with scientific and social
networks have been published so far. Scientific and academic social networks,
such as Mendeley, Academia, LinkedIn or ResearchGate, are being utilized by
3 https://marketplace.eosc-portal.eu/services
4 https://graph.openaire.eu/
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the users to enhance their knowledge about other users in the networks and find
new collaborators for their current or future projects [11].

As of the end of 2021, Microsoft stopped developing MAG. The end of this
vast and prospering data source raised concerns, so the nonprofit organisation
OurResearch developed the OpenAlex (OA) [14], a fully open catalogue of the
global research system. The primary OpenAlex source of data is MAG, but the
developers make use of other sources such as Crossref or Pubmed. The OA data
is constantly updated using available repositories, databases, and internet scrap-
ers. Despite storing information, the authors created a website and API that re-
searchers may easily use to obtain desired records. To the best of our knowledge,
the OA is the most extensive open–source platform currently available.

Every dataset has a different graph structure of its entities. OpenAIRE shares
entities about publications, datasets, software and other research products. In-
formation about authors is kept inside these tables. OAG, made from Aminer
and MAG, contains, despite a publication entity with essential authors’ data,
a separate table with authors’ details, a table with affiliations data and a ta-
ble with venues. MAG also has different tables with publications and authors.
Moreover, this dataset contains many other entities such as venues, journals, af-
filiations, conferences, etc. AminerNetwork shares publication data, and there is
additional information about authors in a separate entity. What is more, there is
an entity that contains connections between coauthors. DBLP contains entities
about publications, authors, journals and conferences. In turn, MAG provides
publications, authors, venues, institutions and concepts. These entities have con-
nections between them all.

3 Related Work

In the existing solutions, a single dataset is often linked with another one, cre-
ating a new dataset that combines entities from these sources. To link two large
scholarly datasets, MAG and AMiner, the scientists developed a framework to
create the Open Academic Graph (OAG) [24]. The resulting dataset contains
data from sources and links between publications, authors and venues. This
work aimed to build a large, open-knowledge, linked entity graph. Another ex-
ample is a dataset containing publications from various scientific disciplines built
on the base of the arXiv.org resources [16]. The primary purpose of this effort
was to link the publications to the MAG to enrich the metadata information. As
a result, a freely available dataset with annotated and extracted citations was
proposed to be used by researchers and practitioners. Furthermore, a dedicated
database model, based on the ResearchGate (RG) data source, was prepared
for implementing collaborators finding system [15]. The model comprises two
parts: one for designing a consistent, collaborator-finding system and the other
that contains different relations between the pair of users. RG dataset has been
collected from Jan. 2019 to April 2019 and includes raw data of 3980 RG users.

In all mentioned systems and approaches to linking scholarly data, the dif-
ficulty lies in dealing with entity matching, which aims to identify records that
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belong to the same entity. Entity matching (record linkage) is very important
for data integration and cleaning, e.g. removing duplicates. The difficulty arises
mainly from heterogeneous and poor-quality data. The existing algorithms for
linking entities can be divided into two categories: classification-based and rule-
based [10]. The first one tries to determine if two records are the same by classi-
fying them into the same entity or assigning them the same label. Here, Machine
Learning and Deep Learning methods are often used. The models learn patterns
from training data and then apply them to solve the given problem of entity
matching. The challenge in this method is the preparation of high-quality train-
ing examples. The ruled-based category is the deterministic approach to link
entities. By setting the number of rules, the records are compared against them
and if the rules are fulfilled, the records are classified as the same entity. The
difficulties are in setting rules not too strict and not too loose to link, preferably
all the same records and not omitting the correct ones. Also, many rule-based
approaches cannot cope with missing values and require numerous preprocessing
steps.

4 The OARGLink framework — problem statement and
general idea

In this paper, the OARGLink framework dedicated to linking OARG records
(publications) with the records from open scholarly datasets was proposed. The
framework aims to create a coherent database of the pair (identical) publica-
tions5.

There are some common problems that usually have to be faced during the
integration of heterogeneous databases [19]. Among them, based on analyzing
the scholarly datasets’ structure and content, we identified problems that can
also impact the process of connecting the OARG and open scholarly data. Firstly,
there is high dimensional scholarly data that, among other issues, impose com-
putational challenges. Moreover, some of the scholarly data is incomplete, inac-
curate or unreasonable. Finally, a problem with data integrity occurs. Unique
identifiers between records of two scholarly datasets often do not exist. Moreover,
different scholarly datasets have other data structures and fields, meaning they
are encoded differently. Moreover, the problem of linking scholarly data usually
deals with differences in spelling, formatting and proper fulfilment of the meta-
data of a given record. The existing datasets often contain incomplete or noisy
records (resulting from, e.g. encoding issues in the source PDFs). There does not
also exist standard schema used for storing key attributes among the datasets
(such as the author’s name can be saved as a full name or as abbreviations).
Furthermore, connecting scholarly datasets consisting of millions of records al-
ways poses computational challenges. As a result, the process of linking scholarly
datasets is a non-trivial and challenging task [13].

Taking the above arguments into account, we focused our efforts on the
identification of the same publications among different datasets and thereby
5 https://gitlab.pcss.pl/eosc-extra/scholarlydata
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omitting other existing entities such as venues, journals, etc. A journal article
can be identified by the journal name, volume, issue number, and starting page
number. However, for a large fraction of open-access scholarly papers crawled
from the Web, such information is usually not available. Empirically, a paper
entity can be uniquely identified by four header fields: title, authors, year, and
venue, in which the venue is a conference or a journal name [17].

In the paper, the Record Linkage Method for combining data was proposed
to find the connections between OARG publications with the records from the
MAG scholarly dataset. The proposed solution can also be considered a relaxed
Deterministic (Exact) Matching Method [18]. The publication’s year and the
number of authors must be exact; one title has to be a part of the second title,
and at least one author has to be matched precisely.

For the entity linking among OARG and MAG, we took advantage of a
dedicated dump of OARG with a pre–selected set of resources for EOSC (OARG–
EOSC). This dump contains 1.7m papers, 2.63m datasets, 223k software and
19.6k other research products6. The DOI in the OARG-EOSC dataset is present
in 1558130 publications, which is 91.037% of records. As a result, taking this field
as one to connect entities from different datasets would result in omitting many
records already at the start. However, other fields of interest, i.e. publication
year, title and authors, are present in every record so that they can be used to
identify the same entity among datasets.

5 Data processing flow in the OARGLink

The proposed algorithm processes the scholarly data in three phases depicted in
Figure 1. In the algorithm the following general approach for connecting entities
in heterogeneous datasets is applied:
1. The fields that might be useful during connection are identified. By leaving

only essential fields and eliminating the not needed ones, it is ensured that
the next steps would not suffer from high-dimensional data.

2. Data cleaning process is applied — the records with essential fields missing
are deleted; any data inconsistencies are identified.

3. Data are modified and unified, e.g. it is checked whether in both datasets a
date is stored in the same type and order and changes are applied if needed.
Currently, the framework is implemented and evaluated for connecting the

records of OARG with AminerNetwork and OARG with MAG.

PHASE 0: Data extraction and cleaning
The structure of the publications’ metadata differs depending on the dataset,
and the number of fields varies from publication to publication. However, some
fields are usually shared among them and almost always present. The aim of
Phase 0 is to leave only essential fields. These are the paper id, title, authors
and publication date. If needed, adequate processing is performed to convert the
above fields to be in the proper format:
6 https://sandbox.zenodo.org/record/1094615#.Y_8k6tLMKRQ
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Fig. 1. Data processing in the OARGLink framework

– if the date is written fully, only the year is left,
– if the name and surname of an author are separated, e.g. by a semicolon,

they are split into separate words,
– publications with no authors or year are erased

This cleaned data is saved in JSON format.

PHASE 1: Linking datasets by publications’ title

In the first phase of the linking procedure, the following steps are performed:

1. The cleaned data is loaded from both datasets — OARG and the one to
connect with it.

2. Dictionaries are created for each dataset — the publications in the dictio-
naries are grouped by the number of authors and the publication year. This
grouping minimizes the number of needed comparisons between publications’
titles. When the year or the number of authors of publications do not match,
there is no point in comparing the titles of these records. Simultaneously,
during the same iteration, titles are changed to lowercase.

3. Publications are linked by checking if the title from the external dataset is
contained in the OARG publication’s title (checking performed only between
the same number of authors and year groups, as described in the second
point).

4. Ids of connected pairs are stored and saved as JSON files.

PHASE 2: Authors’ preprocessing and verification of connected pairs
by authors’ comparison

The pair of records obtained in Phase 1 links the publications with the same
titles, number of authors, and year of publications. These pairs might not always
be exact, as authors may differ. Consequently, the second phase verifies and
performs additional processing of the authors by performing the following steps:

1. The linked pairs of publications are loaded.
2. Authors from these publications are extracted.
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3. Authors are preprocessed in the following way: first, the authors are concate-
nated into a single string, and the punctuation characters, double spaces (if
present), and space from the end of a string (if present) are deleted. Next,
all characters are lowercase, and a string is split into separate words. Finally,
single–letter words are deleted, and words are sorted alphabetically.

4. Pairs of related publications are selected in which at least one first or last
name matches. The proposed solution does not verify whether all authors
match because, even with complex preprocessing, many typos or special
foreign characters influence the obtained results. After the analysis, this
method allows for the maximisation of the number of connected pairs and,
at the same time, minimizes wrongly connected ones.

5. Obtained pairs of ids are saved in the JSON file.

The Python programming language was the primary technology to imple-
ment the OARGLink. Built-in libraries made it possible to implement compelling
data reading, cleaning and manipulation methods. We used dictionaries as the
primary data structures to store publications’ information.

6 The OARGLink customization

Before connecting the complete datasets of the OARG and the MAG, the data
processing algorithms of the OARGLink were customized by making a few trials
with data samples.

Firstly, an attempt to connect the OpenAIRE with the AminerNetwork was
made. Next, the same approach was used to connect the OpenAIRE with the
MAG dataset taken as a part of the OAG. After linking each pair of dataset
samples, the results were evaluated against the accuracy (i.e. checked if the
connected results contain identical publications) and the processing time. Then,
the basic algorithm was modified, and the experiments were re-run to check the
results.

6.1 Linking samples of the OARG and AminerNetwork

The existing OpenAIRE dump file containing 189000 publications was used dur-
ing the linking process. All publications were taken as a sample to conduct the
trial run. The full Aminer dump contains over 2 million publications — a sample
of half a million was used to perform the linking. AminerNetwork publication
data was downloaded from the Aminer website7.

After the completion of two phases, the proposed algorithm found 60 connec-
tions. Every connected record was checked manually, and a single mistake was
identified. An incorrectly connected pair is the following:

– Publication from OARG:
Title: “Introduction”, Authors: Salim Yusuf, Michael Gent, Genell Knat-
terud, Michael Terrin, Year: 2002.

7 https://www.aminer.org/aminernetwork
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– Publication from AminerNetwork:
Title: “Introduction”,Authors: Michael Bauer, Gene Hoffnagle, Howard John-
son, Gabriel Silberman,Year: 2002.

The mistake originated from the fact that despite having the same titles, num-
ber of authors and published year, there are authors with the same names in
both entities. Although the found problem rarely occurs, the proposed algorithm
classified these publications as the same. Summing up this trial, the algorithm
achieved 98.3% precision. However, some publications might have been omitted,
e.g. titles had typos, the same publications were stored under slightly different
titles, etc.

The linking procedure ran with an Intel Core i5 CPU with 8GB RAM and
lasted less than 25 seconds.

6.2 Linking samples of the OpenAIRE and MAG

The EOSC OpenAIRE dump contains 1.7m publications. The whole dataset was
included in the experiment as it will give us correct judgment for future work.

The MAG was chosen because it contains far more records than the Aminer
part of the OAG, so looking from a higher perspective, it should result in more
linkings and better results and may be used as a separate data source for the
EOSC portal in the future. Ten batches of 100k publications were sampled from
the MAG (about 240m publications in total) for experimental purposes and
connected one by one with the OARG.

Five hundred and seven connections were found, and only one error occurred,
so the algorithm achieved 99.8% precision. The error is as follows:

– Publication from OARG:
Title: “Approximate Solution Of Some Mixed Boundary Value Problems Of
The Generalized Theory Of Couple-Stress Thermo-Elasticity”, Authors: Chum-
buridze, Manana, Lekveishvili, David, Year: 2014.

– Publication from MAG:
Title: “Mixed Boundary Value Problems”, Authors: Fioralba Cakoni, David
Colton, Year: 2014.

The error occurred because the second title is included in the first one, the
number of authors is the same, the published year is identical, and there are
authors with the same name in both examples.

The OARG connection time, with a single 100k batch and the Intel Core i5
CPU configuration with 8GB RAM was less than 90 seconds.

7 The overall results and their verification

After setting up the optimal configuration for the proposed the OARGLink
framework, we ran it on sample data of OARG-EOSC and MAG. This inter-
mediate step determined the estimated time needed to connect the complete
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datasets. Also, the additional experiments did ensure that the algorithm could
cope with the more significant amount of data and possible differences in the
metadata. The results from the experiment and estimations are presented in
Table 2.

Table 2 presents the estimated number of connections and the time needed
to accomplish the whole processing. These estimations were calculated based
on experimental results and with the assumption of linear growth of these two
factors. However, the sample of data taken to the experiment may slightly differ
from the whole dataset. As a result, the final number of obtained connections,
as well as the time needed, may vary. It’s worth mentioning that times were
measured on a device with Intel Core i5 CPU and 8GB RAM and with fixed
sizes of batches with publications. So, by presenting the estimations, we also
assumed that the final operations would be performed on the same or similar
machine and using batches of the same sizes. Eventually, we proceeded to the
last step to make connections between EOSC OARG (1.7m publications) and
full MAG (240m publications). As we calculated from the estimations, it should
take about 60 hours and around 121k connected pairs should be obtained.

Table 2. Experiments results and estimations

Results Estimations
OARG (1.7m) with
MAG (100k)

OARG (1.7m) with
10x MAG (100k)

OARG (1.7m) with
whole MAG (240m)

# of final connec-
tions 50 507 121k

time assuming
batches 1.7m and
100k

90s 15min 60h

The linking process started with downloading the whole MAG dataset to
the local computer. Compressed files had almost 150GB; this number increased
over three times after uncompressing. Next, all data had to be split into smaller
files. We divided each file, which contained over 5m publications, into ones that
had 500k of them. Then, the cleaning was done, and the connecting procedure
started. The results are presented in Table 3.

Table 3. Full connection results

OARG MAG OARG+MAG
# of records 1.7m 240m 496168

As a result, over 29% of OARG’s publications were connected with their
MAG’s equivalents (around four times more than we had estimated). The pro-
cedure took 4 days and ran on two machines with 4-core processors and 8GB
RAM. The processing time was 50% longer than we had estimated. In some
batches, there were far more publications to compare. It was caused by the vast
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number of the same publications’ year or the same number of authors among
the documents.

Table 4. The presence of DOI in the connected records

# of connected publications (OARG+MAG) 496168
# of OARG’s publications with DOI 458438
# of MAG’s publications with DOI 433208

We took advantage of DOI (Digital Object Identifier) to verify if the ob-
tained results were correct and whether the connected pairs of the papers from
both datasets referred to the same article. The basic statistics about related
publications and the presence of DOI are presented in Table 4.

The proposed verification procedure comprised the following steps:

1. The pairs of connected records in which both publications possess DOIs were
found

2. DOIs in these pairs were compared and it was calculated how many of them
are exact and how many differ.

3. A subset of connected pairs where DOI is different was taken and the related
publications were manually analyzed

The results show that 92.4% of connected publications on the OARG’s side have
DOI. Moreover, in 87.3% of connected publications on the MAG’s side, DOI is
present.

Table 5 presents the found records (OARG and MAG), which possess DOI in
both (corresponding) publications. The connected records were thoroughly an-
alyzed, where DOI was different, although the proposed framework had merged
the corresponding publications together. We found out, among others, that both
publications can be the same in the title, authors, published date and content,
but they were published at different conferences or in other journals. As a result,
the document’s formatting or structure may differ, or some additional footnotes
may be present. So, the articles are the same but published under different DOIs.
Nevertheless, the obtained results reveal that 82.5% of connected pairs simulta-
neously have DOI in both publications. Also, in 93% of these pairs, DOIs are
exact, and in 7% of these pairs, DOIs differ.

Table 5. The presence of DOI in BOTH of the connected publications

# of pairs with DOI in both publications 409575
# of pairs where DOIs are exact 380933
# of pairs with different DOIs 28642
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8 Discussion

The quality of the entity matching task is a trade-off between precision and
coverage. In the case of EOSC, the target was to achieve high precision (we accept
the risk of omitting some theoretically existing connections between records).
This is because when the target datasets are significant, a small fraction of false
positives in the sample data may eventually lead to many false matching. In
turn, the wrongly connected records would lead to degrading user experience
(measured in EOSC as, e.g. a mean consumer feedback satisfaction score for the
presented publication records).

The most apparent method to connect entities with publications in different
datasets is to use a universal identifier. Currently, the DOI is recognized as Per-
sistent Identifier (PID) for publications [5]. DOI is a unique and never-changing
string assigned to online (journal) articles, books and other works, and it is
usually present in the datasets. But, since DOI is not always present in every
record of analysed datasets, we argue that such an identifier cannot be used
unambiguously for entity linking in scholarly systems.

Our chosen method for connecting common records from different scholarly
datasets follows rule-based patterns for integrating heterogeneous databases.
Among the considered approaches for implementing the entity linking system,
a solution proposed by [24] was the most promising to be re-used. The authors
implemented an algorithm based on locality-sensitive hashing (LSH) and Con-
volution Neural Networks (CNN) to connect publications. However, considering
the structure and the format of the publications’ metadata in OARG (i.e. lack of
some fields in OARG, e.g. venue in the publication’s metadata), the considered
solution would not work out of the box. The algorithm would not be precise,
and the results wouldn’t be satisfied without the significant changes in the ex-
isting source codes and additional efforts to construct the artificial training set.
Another problem indicated while analyzing the considered approach was related
to the time consumption and the extensive need for computational resources of
this solution. A robust GPU-based hardware infrastructure would be needed to
run the proposed algorithm efficiently.

Furthermore, it is still a challenge to evaluate the entity linking algorithms
formally. In the paper [24], the authors manually label venue training data
(around 1000 records) and construct artificial complex training data for papers
and venues. A similar approach was used by [21], who matched CiteSeerX against
DBLP and obtained 236 matching pairs. They also noticed the need to apply
data cleaning tasks to filter out highly unhealthy data on top of a supervised
approach.

Taking the above into account, we argue that the most effective method for
linking Big Scholarly Datasets for EOSC is to combine two different approaches:
(1) a rule-based approach based on the precise data matching (which includes
preprocessing phase with data cleaning) and (2) the DOI pairing to identify
the same publications. As a result, a more significant number of connections are
meant to be identified. What is essential intersecting these two approaches should
minimize potential errors. The algorithm used in the proposed framework found
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more connections than the method of connecting publications by only existing
DOIs. Incorrect DOIs or their absence doesn’t determine the accuracy of our
solution.

The results of our experimental work with item-based recommendations based
on connected records (MAG-OARG and OpenAlex-OARG) clearly show its
usefulness in supporting EOSC-related scenarios. In particular, the OpenAlex
dataset has multiple fields present in the metadata of a publication, so adding
them to OARG records and using them in the EOSC portal brings additional
benefits. Data about citations, references and related works are especially in-
teresting here. This information could enhance the network of interconnections
between publications and positively influence the quality of recommendations.
Other data, e.g. venues, publishers, and different identifiers, could enrich the
presented information at the portal and allow for a deeper understanding of a
given record. As a result, EOSC users will see more information about the record
and be able to use the portal as the primary source of their research.

The previously mentioned poor quality of data in source datasets may raise
concerns if missing fields, such as some authors or wrongly stated year of publi-
cation, will result in omitting some matching which should be matched as equal
entities. The methods for dealing with some data inconsistencies were stated in
the framework’s description, but unfortunately, it is impossible to consider all
possible errors in input data. The OARGLink mainly focuses on correctness, not
returning false positive examples. As a result, precision should be high. Con-
versely, omitted examples may be classified as false negatives so that the recall
measure may be slightly lower.

9 Summary and future work

This paper studied the vital problem of linking large-scale scholarly datasets.
Connecting heterogeneous scholarly datasets is not a trivial task. Firstly, they
consist of various entities in academic graphs, such as author, paper, or organ-
isation entities. Moreover, the structure of familiar entities such as papers or
authors differs. Secondly, observing ambiguous values of the same attributes is
widespread, such as authors’ names or publications’ titles. Finally, the scale of
datasets is large, usually with millions of entities.

As a part of our work, we analyzed a few scholarly datasets to obtain more
information about their content and structure. On top of the OARG, which is the
primary data source for EOSC, we selected a few others: the OAG, which is one
of the most significant sources of publications and other scholarly information
currently available on the Internet; AminerNetwork as its structure is well defined
and potentially ideal for the experimental purposes, and eventually DBLP, which
constitutes a popular among scientists open scholarly dataset. We narrowed down
the work to papers and authors. Firstly, we evaluated the implemented solution
with samples of data. Experimental results show that our solution OARGLink
achieved at least 98.3% precision for connecting OARG with Aminer and 99.8%
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accuracy for connecting OARG with MAG. The coverage hasn’t been evaluated
as a part of this work.

In the final work of connecting OARG for EOSC (1.7 million publications)
with MAG (240 million publications), we achieved almost half a million con-
nected pairs, over 29% of the used OARG dataset. The results indicate that the
database with linked records can be used as a valuable source of information for
further usage in EOSC.

The method proposed in this paper can be reused for linking other scholarly
repositories. For example, social network databases can be linked and explored
to resolve more accurate bindings between users by taking advantage of specific
academic relationships. Furthermore, we have also recognized the need for apply-
ing a similar approach in digital libraries. Digital libraries often combine various
sources with digital books from different providers into coherent records. In such
a case, multiple editions of the same book, sometimes having other titles, must
be merged into one entry and presented to the reader.

The primary goal for future work is to use the connected pair of records as
a base for implementing new recommendation scenarios for EOSC. On top of
that, there are many other potential directions for further development on the
OARGLink framework. For example, the framework can be adapted to a large-
scale computational environment (i.e. adapted to using scalable technologies such
as Apache Spark and Hadoop) and run to connect the full OARG (140 million)
and MAG datasets. In the future, additional experiments will be conducted to
perform an extended evaluation of the implemented method, such as experiments
with noisy data to determine the actual coverage.
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