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Abstract. In this paper, we investigate whether it is possible to auto-
matically annotate texts with ChatGPT or generate both artificial texts
and annotations for them. We prepared three collections of texts anno-
tated with emotions at the level of sentences and/or whole documents.
CLARIN-Emo contains the opinions of real people, manually annotated
by six linguists. Stockbrief-GPT consists of real human articles annotated
by ChatGPT. ChatGPT-Emo is an artificial corpus created and anno-
tated entirely by ChatGPT. We present an analysis of these corpora and
the results of Transformer-based methods fine-tuned on these data. The
results show that manual annotation can provide better-quality data,
especially in building personalized models.

Keywords: ChatGPT · Emotion recognition · Automatic annotation.

1 Introduction

Emotions play an important role in human lives. Expressing and detecting them
is a vital skill in social interactions, including professional careers. We even
try to measure our abilities in this aspect, calling them emotional intelligence.
Therefore it is no wonder that many studies concern themselves with trying to
detect and use publicly expressed emotions to improve on a wide range of tasks
such as stock market prediction [14], understanding user-preferences [28], public
health monitoring and surveillance [27].

Understanding human emotions is one of the more challenging tasks in nat-
ural language processing. Not only are they a very subjective topic, but humans
can also lack the capability to express themselves in written language. This
inaccuracy of expressed emotions is because more natural, multimodal forms of
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emotional expression, such as speech, body language, and facial expressions, can,
unlike text, portray peculiar cues used to recognize emotions [1]. The difference
between formal and informal writing styles, accounting for grammatical errors
(especially in short texts) [1], use of figurative language like sarcasm [22], and
many more are aspects that contribute to the difficulty. This emphasizes a need
for good training data. This is not a trivial task, as creating a dataset with emo-
tion labels requires a set of guidelines for annotators to follow for annotations
to be consistent. Examining the publicly available datasets for emotion recogni-
tion in the Polish language reveals the lack thereof. CLARIN-Emo dataset was
created as a subset of a Polish sentiment annotated consumer reviews corpus
PolEmo [19, 18, 37, 15, 20, 3, 23] with additional emotion annotations to fill this
gap.

With the recent rise in popularity of large language models, we took this
opportunity to explore the possibility of creating consistent emotion annota-
tions using such a model, namely chatGPT, on a different data set and compare
it against a model trained and tested on the newly created human-annotated
emotions dataset. This allows checking the consistency of such annotations by
training a model on them. We also explore the possibility of not only annotat-
ing but also generating already annotated data using this multi-purpose dialog
system created by OpenAI. Such a system requires dialogue breadth (coverage)
and dialog depth (complexity). Emotion recognition and expression are impor-
tant features that can increase dialog depth [5]. Checking the consistency of
emotion recognition of such a system helps to recognize at what level of dialog
depth are modern, popular large language models. Our findings suggest that
such models are still not up to human standards.

We use three created datasets to train and evaluate multilabel emotion clas-
sification models, on the level of both documents and sentences, by fine-tuning
pre-trained transformers. We treat sentences as a part of the document to train
sequential sentence classification models. We also perform a personalized setup
for sequence sentence classification in the new CLARIN-Emo dataset, similar to
[17, 26, 13], and find that personalization has a positive impact on model perfor-
mance in emotion recognition.

2 Related work

There are many non-Polish datasets for emotion recognition that follow different
emotion taxonomies. The most basic approach is to use a distinction proposed
by Ekman [11], which states six basic human emotions: anger, surprise, disgust,
enjoyment, fear, and sadness. Such an approach can be found, for example, in the
EmotionLines dataset [5], which assigns emotions to utterances in a dialog set-
ting to achieve the contextual flow of emotions, and in ArmanEmo [25], which
is a sentence-level human-labeled annotated dataset based on Twitter, Insta-
gram, and comments from an Iranian e-commerce company. Plutchnik’s "wheel
of emotions" [30] extended this notion into four contrasting emotion pairs: joy
vs sadness, anger vs fear, trust vs disgust, and surprise vs anticipation. It is a
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popular approach used in many datasets because of its relatively small num-
ber of classes and the use of the wheel as representation. This representation
allows using angles in the wheel as distances between emotions. Plutchnik’s set
of emotions can be found used in creating a word-emotion association lexicon
[4], even in crowdsourcing setting, assessing the psychology of story characters
[31], emotion detection on social media [35], and many more. Plutchink’s set of
emotions can also be expanded into 24 emotions with inter-annotator agreement
based on distances on the wheel [10]. There are also other datasets with more
emotions, like 28, used in the GoEmotions dataset [9], which trade F1-score for
finer granularity.

Text classification has been a prominent field of research for many years, with
recent years bringing a shift towards more advanced deep learning algorithms
[24]. The latter dominated the field over the last few years with particular trans-
former models such as RoBERTa [21], XML-RoBERTa [8] and DistilBERT [34]
achieving impressive results for many text classification tasks.

When it comes to research on ChatGPT for text processing tasks, most of
the studies conducted so far mainly focus on text summarisation [12, 29] and
question answering [36, 2]. Very few explore such areas as sentiment analysis
[38] or humor recognition and generation [6]. However, there is a large-scale
evaluation of ChatGPT that has been recently published [16], which mainly fo-
cused on exploring ChatGPT performance when compared to SOTA solutions
for many different text processing tasks, including text classification and sen-
timent analysis. ChatGPT didn’t outperform any SOTA solutions. However, it
performed significantly worse on most emotion and sentiment processing tasks.
There haven’t been any major studies conducted that would explore the poten-
tial usage of the chatGPT for data annotation or generation of synthetic datasets
for text processing tasks.

3 Datasets

As part of our work, we have prepared several datasets that will be used to com-
pare different approaches to emotion recognition. The first dataset (CLARIN-
Emo) contains Polish reviews written by humans and manually annotated with
emotions, also by humans. The second dataset (Stockbrief-GPT) contains Polish
business articles written by humans and annotated with emotions using Chat-
GPT. The third dataset contains English reviews, where ChatGPT generated
both the text and the emotion annotations.

3.1 CLARIN-Emo: Human Texts and Annotations

The CLARIN-Emo dataset contains a subset of consumer reviews from the
PolEmo 2.0 corpus. The reviews belong to one of four domains: hotels, medicine,
products, and school. The collection also includes non-opinion texts, which are
informative, belong to the same domains, and are mostly neutral. The CLARIN-
Emo corpus contains a total of 1110 opinions composed of 8891 sentences. An-
notators labeled the sentiment and emotions of the opinions at the level of each
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sentence and the whole opinion. The emotion labels are taken from Plutchik’s
model. There are eight emotion dimensions: joy, trust, anticipation, surprise,
fear, sadness, disgust, and anger. In addition, three sentiment dimensions were
used: positive, negative, and neutral. The corpus was annotated by six people
who did not see each other’s decisions. The annotation was multi-labeled – sev-
eral labels could describe each sentence and each opinion. Table 1 shows the
agreement of annotations for each emotion dimension and the total agreement
for all dimensions. Those labels that were annotated at least twice by different
annotators were included in the final corpus. The same table 1 also summarizes
the number of annotations in the final corpus for each label, assigned at the
sentence and text levels.

Table 1: Annotations statistics in CLARIN-Emo dataset.
Number of instances Krippendorff’s alpha coefficient

Emotion Document-level Sentence-level Document-level Sentence-level
Joy 626 4222 0.6497 0.7190

Trust 274 1972 0.3514 0.3990
Anticipation 92 1078 0.1258 0.3307

Surprise 72 582 0.1118 0.3497
Fear 50 370 0.1214 0.3436

Sadness 604 3892 0.5145 0.6481
Disgust 313 1664 0.2359 0.4276
Anger 274 1406 0.4238 0.4877

Positive 665 4687 0.7116 0.7317
Negative 618 4122 0.7510 0.8195
Neutral 176 2364 0.5908 0.5990
Total 3764 26359 0.4171 0.5323

3.2 Stockbrief-GPT: Human Texts Annotated by ChatGPT

Stockbrief-GPT is a corpus of Polish articles on economics containing 227 articles
and 3795 sentences. We used ChatGPT to annotate these articles at the sentence
and whole-text levels. Below is a translation of the sample prompt and the
system’s response.
Task: Stockbrief-GPT (example translated from Polish to English).
Prompt

Company: cd project
==========
Rate the following sentences against the Company given earlier using the following label identifiers
from the specified categories: "S:sentiment" (-3:strongly negative, -2:negative, -1:weakly negative,
0:neutral, 1:weakly positive, 2:positive, 3:strongly positive), "E:emotion" (fear, stress, sadness,
anger, joy, trust, surprise, anticipation).
Additionally, evaluate the entire text using the same labels. Present the result as a
JSON object containing the following fields: { "sentences": { "sentence_number": {"S":
identifier_label_sentence, "E": list_label_emotion}}, "evaluation_text": { "S": identi-
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fier_label_sentiment, "E": list_label_emotion}}.

1. The CD Project’s poker play. 2. On Monday, after the trading session, the world of listed game
companies was flooded with information that all investors interested in domestic gaming had been
waiting for - CD Projekt officially confirmed that it was working on the fourth installment of the
"Witcher" game series. 3. However, the developers have indicated that it will not be a game called
"The Witcher 4", as the market had expected. 4. As originally expected, the new installment of
the Witcher saga was to be titled ’The Witcher 4’ and tell the story of Ciri - Geralt’s ward,
wearing a medallion from the Witcher School of the Cat. (...)

ChatGPT answer

{ "sentences": { "1": {"S": 1, "E": ["anticipation"]},
"2": {"S": 2, "E": ["anticipation"]},
"3": {"S": -1, "E": ["surprise"]},
"4": {"S": 0, "E": ["anticipation"]}, ...}, "evaluation_text": {"S": 0, "E": [ "anticipation" ] }}

Table 2 how many occurrences of each label are in the Stockbrief-GPT
dataset. As strong positive and negative labels were very sparse in the Stockbrief-
GPT dataset for our experiments, we cast those labels as positive and negative,
respectively.

Table 2: Number of annotations of different emotions in Stockbrief-GPT dataset.
Emotion Document-level Sentence-level

Fear 6 97
Stress 21 171

Sadness 47 415
Anger 35 347
Joy 75 895

Trust 44 403
Suprise 12 219

Anticipation 123 1247
Strong negative 0 32

Negative 18 481
Weak negative 45 415

Neutral 40 904
Weak positive 94 797

Positive 30 1135
Strong positive 0 31

Total 590 7589

3.3 ChatGPT-Emo: ChatGPT Texts and Annotations

ChatGPT-Emo dataset contains opinions and reviews with corresponding do-
mains and emotional labels of the opinion. The initially generated dataset com-
prised 6684 texts with 3486 unique emotional labels and 613 domains. ChatGPT
fully generated the dataset. Below is an example of the prompt and the system’s
answer:
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Task: ChatGPT-Emo.
Prompt

Create example dataset containing 3 long opinions (at least 5-10 sentences each) form different
domains and labels described emotions evoked by these opinions. The output should be an array
of JSON objects containing the following keys: “text” is a text of the opinion, "domain" is the
domain of the opinion, and “labels” is an array of emotions evoked by the opinion. Do not explain
yourself at all, ONLY array of JSONs should be you answer. Do not make textual introduction
before the array. Start the texts differently, make them as real opinions of users from the web.
Each opinion should start with different word. If you know real opinions from the web, use them.
Use from 5 to 10 emotional labels for each example.

ChatGPT answer

[{"text": "I recently attended a concert by this band and it was an unforgettable experience. The
energy and passion they brought to the stage was electrifying, and the crowd was completely
enthralled. The music was amazing, and I was dancing and singing along the entire time. I would
highly recommend this band to anyone looking for a high-energy and entertaining concert expe-
rience. The stage production was also top-notch, and I was blown away by the light show and
special effects. I can’t wait to see them again.",
"domain": "Entertainment", "labels": ["Excitement", "Thrills", "Engagement", "Entertainment",
"Admiration", "Satisfaction", "Anticipation", "Awe", "Enthrallment", "Unforgettable"]}, ...]

Many of the initially generated emotional labels were synonymical to each
other e.g. joy, joyful, happy, happiness etc., thus, it was important to map the
similar labels to each other. In order to achieve that, a three-step approach was
used. Firstly, all labels with the same lemma recognized by the spaCy English
language model were mapped to the lemma of the labels. Then lemmas with
similar meaning were grouped manually into 8 major categories: disappointed,
angry, disgusted, excited, happy, satisfied, sad and rare where rare included all
labels that didn’t have synonymous labels in the dataset and appeared 50 or less
times in the entire dataset. Then all duplicate texts and all texts with only rare
labels asigned were removed from the dataset. Domains were manually maped
into 13 categories: emphScience, Games & Technology, Art, Culture & Enter-
tainment, Food & Dining, Health & Fitness, Travel,Cities & Tourism, Cars,
Workplace & Economics, Home, Animals & Nature, Shopping & Products, Per-
sonal & Lifestyle, Politics & Social issues, Education. Final dataset consists of
5959 texts of 13 domains with 7 unique emotional labels asigned.

Fig. 1: ChatGPT-Emo distribution of texts into 7 classes: disappointed, angry,
disgusted, excited, happy, satisfied, sad
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Figure 1 shows the distribution of different classes. It can be observed that
most ’positive labels’ occur with similar frequency and the ’negative’ labels have
a greater variety of occurrence. An argument could be made since categories
satisfied and happy have similar meanings and almost identical frequency of
occurrence. However, the category satisfied was used to group labels that were
positive but not explicitly emotional such as fulfill and content. Happy was used
to more explicitly emotional labels such as joy and pleased.

Fig. 2: ChatGPT-Emo distribution of texts into 13 domains: Science, Games &
Technology, Art, Culture & Entertainment, Food & Dining, Health & Fitness,
Travel, Cities & Tourism, Cars, Workplace & Economics, Home, Animals &
Nature, Shopping & Products, Personal & Lifestyle, Politics & Social issues,
Education

Figure 2 shows the distribution of texts into 13 distinguished domains. As
seen in the figure most common categories are broad categories such as Art,
Culture & Entertainment and Food & Dining and more narrow ones such as
Home or Education are among the most rarely occurring ones. Surprisingly many
reviews regarded cars even though it is arguably the most narrow category of
all listed.

4 Models

4.1 Sequential Sentence Classification

For the Sequential Sentence Classification (SSC) task, given a sequence of sen-
tences X = x1, x2, ..., xN where N is the number of sentences, the goal is to
predict the set of labels for each sentence based on the context in which the
sentences appear. Our model is closely derived from the approach proposed by
[7], in which the authors proposed a novel input representation and utilized the
BERT model by fine-tuning the target SSC tasks to classify sentences in scien-
tific abstracts into their rhetorical roles. This section describes the model along
with our modifications.
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Fig. 3: Overview architecture of Se-
quential Sentence Classification

Fig. 4: Overview architecture of Text
Classification

Figure 3 illustrates the model overview. It employed the two special tokens of
BERT-based architecture, [CLS] and [SEP]. As input to BERT, a given sequence
of sentences X = x1, x2, ..., xN is concatenated by separator tokens [SEP], re-
sulting in a whole long sequence, before adding the standard classification token
[CLS] at the beginning. However, unlike the standard BERT, which uses the
[CLS] token as the input representation of the entire sequence, the proposed
method uses the [SEP] token encodings as the input representation fed into a
multi-layer feedforward network for classification. The author’s idea behind using
[SEP] to represent a sequence of sentences is that the [SEP] tokens learn sen-
tence structure and the relations between consecutive sentences through BERT’s
pre-training, allowing the BERT’s self-attention layer to leverage contextual in-
formation from all the words in the entire document, while still benefitting from
BERT’s pre-trained weights.

Loss function. The original model is trained on multi-class classification
tasks and aims to minimize cross-entropy loss between the predicted probability
distribution and the target distribution of the classes. In addition, when we con-
ducted some initial experiments, we noticed that the model struggled severely
with unbalanced label distributions. Since each sentence in our dataset could
have multiple labels, we introduced the positive weights to the BCEWithLogit-
sLoss, which are calculated by weighing the samples as the inverse of the class
frequency for its classes in the training set. The formula followed the previous
study from [33]:

weightclassn =

∑n
i=1 xn

xn
, (1)

where xn is the count of samples of class n in the training set
Personalized approach. Since emotion recognition is a subjective task [17],

each annotator could have a different perspective on the same sentence. We
decided to combine the SSC model with a personalized approach called UserID
proposed by [26]. In this method, each annotator is represented by a special token
in text embedding, by which the model is provided with information about each
annotator.
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4.2 Text Classification

The main goal of the text classification task is to assign a set of labels to the
given record of text. In the case of our paper, the main goal is to assign the
set of emotional labels from the given set to each text in the given dataset.
The model we use is the base version of XML-RoBERTa [8]. This version of the
BERT model is trained in multiple languages, which is important in this case as
two of the tested datasets are in Polish, and one is in English. As seen in Fig.
4 the architecture of the model is way simpler than for sequence classification,
as there is no need to generate separate outputs for each sentence. Opposite to
the first architecture in this case the [CLS] token is used as the input to MLP
which then assigns the set of labels to the given text.

5 Experiments

5.1 Sequential Sentence Classification

We formulated experiments as multi-label classification on two datasets Clarin-
Emo and Stockbrief-GPT, which aim to predict emotional labels for each sen-
tence in a given document. The macro F1-score and micro F1-score were used
for model evaluation. Both datasets were split into Train (70%), Dev (15%), and
Test (15%). Except for the experiment with the personalized method UserID
where the labels from six annotators are considered individually, in other ex-
periments concerning CLARIN-Emo, these labels are aggregated using majority
voting.

Language models. All experiments utilized the Polish DistilRoBERTa mul-
tilingual pretrained model proposed by [32]. We also run a longer experiment on
a CLARIN-Emo dataset, finetuning a larger model, namely the large version of
XLM-RoBERTa model from [8] using FocalLoss with weighted BCEWithLogit-
sLoss function as the cross-entropy part of FocalLoss, and included stochastic
weight averaging.

Hyperparameter Settings. In the experiments using the Polish Distil-
RoBERTa language model on both datasets, the optimal learning rate was 1e-5.
We used AdamW optimizer with a weight decay of 0.01 and a learning rate
scheduler with the fraction of the steps to increase the learning rate of 0.1. The
training epoch numbers were obtained for each experiment scenario separately
using early stopping with a patience of 20 epochs. The SSC multilabel task and
the SSC UserID task on Clarin-Emo trained for 50 epochs, and for the SSC
multilabel task on Stockbrief-GPT, it was 70 epochs. To prevent overfitting, a
dropout layer with a rate of 0.1 was added. To train the larger model we use the
same optimizer and its parameters alongside a linear schedule with a warmup
scheduler with 10% warmup steps. We use early stopping of 10 epochs and do
20 annealing epochs for the stochastic weight averaging, with a learning rate of
1e-6.
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5.2 Text Classification

All of our datasets contain labels concerning text as a whole. We evaluate sepa-
rately the model’s performance on all three of them. All three datasets have been
split into the train (70%), dev (15%), and test (15%). In the case of CLARIN-
Emo and Stockbrief, the documents in each split are the same as in sequential
sentence classification.

Language model. To achieve at least somewhat comparable results all three
models are fine-tuning the same model, the base version of XLM-RoBERTa. We
chose a multilingual model for the text classification comparison as two of our
datasets are in Polish and one is in English.

Hyperparameter Settings. Similarly to sequential sentence classification,
we use AdamW optimizer with a learning rate of 1e-5 and weight decay of
0.01 and linear schedule with warmup scheduler with 10% warm up steps. For
CLARIN-Emo and ChatGPT-Emo we find patience of 10 enough but we set it
as 30 for StockBrief.

6 Results

Table 3 summarizes the results of the sequential sentence classification task
on the CLARIN-Emo dataset. Figure 5 illustrates the results of the Polish
DistilRoBERTa-based model on the Stockbrief-GPT dataset.

For the CLARIN-Emo dataset, regarding the macro F1-score, the personal-
ized approach using UserID with Polish DistilRoBERTa surpassed the others,
about 6 pp better than the XLM-RoBERTa-Large. However, concerning the
micro F1-score, both models performed comparably, with 85.68% and 84.08%
respectively. Overall, the UserID model achieved good performance on almost
emotional labels, followed by the XLM-RoBERTa-Large, and in the final position
is the SSC multilabel based on Polish DistilRoBERTa. disgust is the only emo-
tion that Polish DistilRoBERTa got slightly higher than the other two models.
Still, the difference is not significant, just about 2 pp. Besides, sadness is another
emotion that UserID performed worse than the other two models, with a differ-
ence of about 6-7 pp. In addition, the lowest F1-scores were from two emotions,
surprise and fear for all models. However, there is a notable difference between
the highest (UserID) and the lowest (Polish DistilRoBERTa), around 24 pp and
11 pp for surprise and fear, respectively. Since these are two emotions with the
lowest inter-annotator agreement and the lowest frequency in label distribution,
it could explain this phenomenon and strengthen the benefit of personalized
approaches.

Regarding the results from the Stockbrief-GPT dataset, while both micro
F1-score ( 53.64%) and macro F1-score (47.72%) were not considered high and
the lowest score being for fear (29.9%), it achieved considerably better scores on
some emotions, such as anticipation and joy.

In the case of text classification, we achieved the highest results on ChatGPT-
Emo (Figure 8). It achieves a macro-F1 score of 71.65%, with an abnormally high
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Table 3: Sequential Sentence Multilabel Classification F1-score (%) on CLARIN-
Emo.

F1-scores PL-DistilRoBERTa PL-DistilRoBERTa UserID XLM-RoBERTa-Large
Micro 76.73 85.68 84.08
Macro 68.74 76.56 70.31
Joy 84.36 91.18 88.18

Trust 70.44 78.41 59.29
Anticipation 55.94 66.37 60.73

Surprise 34.14 58.85 45.19
Fear 41.97 52.82 43.04

Sadness 85.82 79.85 87.36
Disgust 67.17 64.57 64.96
Anger 65.22 69.63 68.06

Positive 86.20 92.06 88.80
Negative 87.15 93.00 90.04
Neutral 77.72 95.46 77.75

F1-score for disappointed label (98.05%). We achieve satisfactory results on the
CLARIN-Emo dataset (Figure 6). As the text classification setup did not account
for class balancing we can see the classifier struggle with rare labels but otherwise
achieve a good performance. As presented in Figure 7, our classifier struggled
on many of the emotion labels in Stockbrief-GPT, achieving only 22.86% macro
F1-score. One of the possible explanations for this is too few training examples
combined with a big class imbalance.

Fig. 5: Percentage F1-scores achieved in Sequential sentence multilabel classifi-
cation on Stockbrief-GPT.

7 Conclusions and Future Work

In this paper, we analyzed several datasets annotated with emotions. The CLARIN-
Emo dataset was the only dataset where both the text and the annotations
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Fig. 6: Percentage F1-scores achieved in multilabel text classification on
CLARIN-Emo.

Fig. 7: Percentage F1-scores achieved in multilabel text classification on
Stockbrief-GPT

came from a human. The ChatGPT-Emo dataset was generated entirely by the
ChatGPT model, while the Stockbrief-GPT dataset contained text written by
a human and annotated by ChatGPT. We acknowledge that the results are not
directly comparable. At the same time, we note that emotion recognition is a
difficult task. Manual annotation at the sentence level for the CLARIN-Emo set
yielded a high-quality model trained on human labels (F1-macro at 68.74%). In
paper [16], we showed that ChatGPT achieves only 53.23% on the same task (a
decrease of about 15pp). In addition, due to the subjective nature of the task, we
showed that adding human information to this set further increases F1-macro to
76.56% (an increase of about 8pp). If we train the model on the labels generated
by the system at the sentence level, as in the case of the stock letter GPT set, we
can obtain a model with an F1-macro quality of 47.72%, which requires further
research as it remains to be seen what is the source of the uncertainty: the un-
derdeterminism of the ChatGPT model or the lack of world knowledge to solve
such a pragmatic task by other transformer-based models. Intuitively, however,
one can assume that ChatGPT was not specifically trained to solve this type of
task, hence the lower quality of both the annotation and the system trained on
such an annotation.
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Fig. 8: Percentage F1-scores achieved in multilabel text classification on
chatGPT-Emo.

The third dataset tested was built entirely with ChatGPT, i.e. both text and
labels were generated by the model. Such a setup ensured a high consistency
of emotion labeling for the text, yielding an F1-macro of 71.64% and an F1-
micro of 83.71%. This is a much better result than the annotation evaluation
performed by ChatGPT on human-written text. However, this may be due to
the fact that the text generation prompt does not allow to enforce the diversity
of the generated content, and many texts are semantically similar to each other.
In further work, we plan to build a text generator based on random words from
different domains, so that we can partially force a greater diversity of generated
opinions.
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