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Abstract. Extensive research on machine learning models, which in the
majority are black-boxes, created a great need for the development of Ex-
plainable Artificial Intelligence (XAI) methods. Complex machine learn-
ing (ML) models usually require an external explanation method to un-
derstand their decisions. The interpretation of the model predictions are
crucial in many fields, i.e., predictive maintenance, where it is not only
required to evaluate the state of an asset, but also to determine the root
causes of the potential failure. In this work, we present a comparison of
state-of-the-art ML models and XAI methods, which we used for the pre-
diction of the RUL of aircraft turbofan engines. We trained five different
models on the C-MAPSS dataset and used SHAP and LIME to assign
numerical importance to the features. We have compared the results of
explanations using stability and consistency metrics and evaluated the
explanations qualitatively by visual inspection. The obtained results in-
dicate that SHAP method outperforms other methods in the fidelity of
explanations. We observe that there exist substantial differences in the
explanations depending on the selection of a model and XAI method,
thus we find a need for further research in XAT field.

Keywords: machine learning - explainable artificial intelligence - pre-
dictive maintenance.
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1 Introduction

In the last ten years, we observe a tremendous growth of products and research
papers related to machine learning and data mining. The increasing number
of real-life applications of these techniques is driven by multiple factors. From
the technical perspective, cloud computing allows to train complex models on
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specially designed clusters. Progress in the field of big data enables researchers
to store and process an enormous amount of data. Development of machine
learning techniques, especially deep learning, affected in the improvement of
the model accuracy with the significant growth in areas like image classification,
natural language processing, speech recognition, decision making, and time series
analysis. Furthermore, artificial intelligence (AI) models are now much more
accessible thanks to the development of open source frameworks in a variety of
programming languages including Python, R, and C++.

For manufacturing companies, artificial intelligence is one of the driving fac-
tors in the transition to Industry 4.0 [4], which is the key challenge in the years
to come. The applications of artificial intelligence models in the manufacturing
industry include process control, production planning, network traffic monitor-
ing, and predictive maintenance (PdM). The potential benefits for companies to
use machine learning for monitoring the health of their assets are very high as
nowadays relatively simple techniques are used. Most of the machine’s equipment
is now replaced either in a corrective or preventive manner. The first aims to
replace the element after its failure, whereas the goal of the second method is to
replace an element after a predefined period of time, before it fails. Both strate-
gies have significant drawbacks, which justifies the need for new solutions. The
corrective approach is not suitable for critical assets, which failure may cause
safety issues or significant financial losses. On the other hand, the preventive
approach may increase the total operating cost due to the increased frequency
of asset replacements. Using machine learning for estimating the condition of
the machine may be a promising alternative, which can give the industry sub-
stantial gains. The topic of RUL prediction with the use of artificial intelligence
approaches was widely studied by researchers in the last years, especially in the
field of deep learning [23].

One of the major issues with machine learning models is their black-box
nature, which impedes the understanding of the model and the result. This
lack of transparency may impact the trustworthiness of the model during the
development phase as well as during its operation in the production environment
(real-life applications), especially when there is a need to understand factors
influencing the model decision. Except for that, there are also legal concerns,
which may oblige companies and institutions to provide explanations for the
model prediction whenever it affects user [6].

To address these issues, Explainable AT (XAI) methods, which try to explain
the prediction of black-box models, gained popularity among researchers in re-
cent, years. Despite the rapid growth in the field of XAI, there are concerns about
its efficiency in giving the right explanations, which lead to the conclusion that
black-box models should not be used in any high-stake decisions [20]. Another
alternative is to use glass-box models, which are models inherently interpretable,
thus they do not require any additional mechanism to provide the explanations.

In this research, we evaluate the performance of black-box explainablity
methods and compare it with the results obtained by the interpretable machine
learning model. We focus on two explainability metrics - stability and consis-
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tency. Those metrics can be used for quantitative assessment of the explanations
produced by different models. They allow to compare the explanations within
one model and between different models. This paper is a part of Explainable
Predictive Maintenance (XPM) project, which is devoted to the use of XAI in
predictive maintenance solutions. In the project we focus on four different real-
life cases, which namely are: steel manufacturing, city subway, wind farms and
trucks maintenance. This paper constitutes a preliminary work in the area of
evaluation of XAI methods for PAM. Hence, to assure reproducibility, we have
based this study on a public data set, which describes a degradation of turbo-
fan engine (CMAPSS) (provided by NASA). In particular, we aim at analysing
which XAI methods and ML models are suitable to predict the RUL of the
tubrofan engine and provide acceptable explanations of that decision.

The rest of the paper is organized as follows. In Section 2, we provide
an overview of state-of-the-art machine learning, explainability methods, inter-
pretable models, and metrics used for the evaluation of model explanations. In
Section 3, we present the failure prediction case, which we use in the study — this
is the dataset coming from the simulations of an aircraft turbofan engine. We
also present our approach towards predicting asset failure with explanations and
evaluate the quality of those explanations. In Section 4, we present the results
obtained in this study and in Section 5 we summarize our research and point
out directions for further investigation.

2 Explainable Artificial Intelligence

Machine learning models combine complex mathematical algorithms with the
data coming from a certain process to build a general mathematical model,
which is able to make a correct prediction on previously unseen data. In most
cases, complex models are able to achieve very high accuracy scores in the certain
problem, but generally they are significantly more difficult to explain [7].

2.1 Explaining black-box models

Explainable AT algorithms are able to build an understanding of the black-box
models by applying different methods, i.e., input perturbations, to find the driv-
ing factors of the prediction. The process of producing explanations depends on
factors like the characteristics of the explained model, data structure, and pre-
diction type, i.e., image data need different methods of explanation than tabular
data as the values of each pixel are not understandable by humans straightaway
— they need to be visualized.

The methods might be either model-specific or model-agnostic. In the first
case, only a specific predefined type of models can be explained — examples of
such methods are Grad-CAM [22], which is designed to give visual explanations
of deep learning models, and RFEX, which focuses strictly on the explanation
of Random Forest Classifier [17]. The model-agnostic approach is not based on
selected AI methods, but aims to build framework for explanations of any model.

ICCS Camera Ready Version 2022
To cite this paper please use the final published version:
DOI] 10.1007/978-3-031-08760-8_40 |



https://dx.doi.org/10.1007/978-3-031-08760-8_40

4 J. Jakubowski et al.

Examples of such explanation methods are Local Interpretable Model-Agnostic
Explanations (LIME) [18], SHapley Additive exPlanations (SHAP) [12], An-
chors [19].

Another way of dividing explainability methods is into local and global ex-
planations. Local explanations aim to understand why the model made a certain
prediction in a selected case (one observation), while the global explanations try
to give an overall understanding of the model as a whole.

The XAI methods may also differ based on the way of presenting the ex-
planation to the end-user. SHAP gives a numerical value of feature importance,
which tries to evaluate how the prediction of the model changes under the certain
condition (value of the selected feature), while Anchors explain the prediction
in the form of rules.

2.2 Glass-box models

The problem of explainability does not exist in the case of glass-box models,
which are interpretable without further need of using explainability methods [20].
This may increase the reliability of the machine learning model, because the
explanations do not rely on the external method (such as SHAP), which may
also be not trustworthy for the end-user of the solution.

One of the simplest and most widely used interpretable models are linear
models (i.e., linear regression, logistic regression). However, their performance
is known to be relatively poor on more complex data sets. An extension of the
linear models, which may increase their accuracy are, for example, Generalized
Additive Models (GAMs) [8], which instead of using linear relationships be-
tween features, use many nonlinear equations, which are summed to give the
prediction. Comparing them with linear models trade-off between accuracy and
explainability is observed — at the cost of higher performance, GAMs are less in-
terpretable. Moreover, their accuracy is generally not as high as state-of-the-art
algorithms [13].

A promising algorithm, which tries to achieve high accuracy and interpretabil-
ity is Explainable Boosting Machine (EBM) [15]. It is based on the idea of Gen-
eral Additive Models, but uses more advanced machine learning techniques like
boosting and bagging to improve the accuracy of the model.

2.3 Explainability metrics

In the previous sections, we have highlighted that even though explainability
methods give more insight into the prediction of the model, they may not be
trustworthy themselves. Thus, there is a need to derive metrics, which can be
used to validate the performance of the models and XAI methods. The two
base requirements, which must be fulfilled to perceive model explanations as
trustworthy are that (1) similar observations should lead to similar explanations
within a certain model and (2) the explanations for a given observation should
be similar irrespective of the machine learning model and explanation method.
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The first criterion assures that small changes in the observations will not lead
to high changes in the explanations. This is referred as stability or robustness
of the explainable model. Alvarez-Melis and Jaakkola have proposed to use a
metric based on Lipschitz continuity to calculate the stability of the explanation
at a given point [2]:

Lz)= max 12i=%le (1)
z;€Ne(z:)<e || — 4|2
where f/w(xi) is the stability of the point z;, ®; and @; are the feature impor-
tance vectors of points z; and x; (each feature of an observation has a feature
importance assigned to it by XAI method), N¢(z;) is the neighborhood of z;,
which is defined as all points which have distance (defined as L2 norm) to z;
smaller than e.

The general idea behind this metric is to find all points in the neighborhood
of the point x; and find the maximum dissimilarity, which is defined as the
Euclidean distance between explanations divided by Euclidean distance between
the points. The lower the value of stability, the better performance of the model
at a given point. The major drawback of this metric is that its value is relative,
therefore it is not possible to conclude on the stability of one model without
having a comparison with other models.

The second criterion is used for the comparison of different models and vali-
date their consistency with each other. It assumes that if we have two different
models (or explanation methods) then we expect to have similar explanations
for the same observation. If this is not the case, then either one model (at least)
is not making a good prediction or the explanation method is not properly find-
ing relevant features. The consistency metric has been proposed in [3]. For the
comparison of two different explanations, equation takes the following form:

1
2
D1, — Paill2 + 1 2)

where C(®1,;,P2;) if the consistency of i" observation, ®;; and @, ; are the
feature importance vectors of i** observation for the first and second model
respectively.

In a perfect scenario, when all feature importances are equal, the consistency
is equal to 1 and it drops as the distance between explanations increases. The-
oretically, the lowest possible value of consistency defined in such a way is O.
Nevertheless, the value of consistency is also dependent on the magnitude of the
feature importance vector, therefore it may be affected by feature engineering,
i.e., scaling.

C(D1,i,P2,i) =

3 Asset failure prediction

3.1 C-MAPSS data set

Commercial Modular Aero-Propulsion System Simulation (C-MAPSS) [5] is a
software developed by National Aeronautics and Space Administration (NASA)
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to simulate the behaviour of turbofan engines. Based on this tool, Saxena et
al. [21] have prepared a dataset, which consists of run-to-failure simulations of
hundreds of turbofan engine units.

The dataset consists of 21 features, i.e., temperature, pressure, fan speed,
fuel and coolant flow, and 3 operational parameters (settings). Each observa-
tion is the average measurement from a simulated flight of a single unit. As
the number of completed cycles (flights) of a certain unit increases, the grad-
ual degradation is observed. The turbofan engines may operate with different
external conditions (up to six) and exhibit one of two failures — high-pressure
compressor (HPC) or fan degradation. The simulation dataset is divided into
four subsets named FD001-FD004, which contain data of different complexity —
from simpler (one external condition and one type of failure) to more complex
(six external conditions and two types of failure) cases.

Measurement 14

e Unit4 Unit 25 e Unit 57 e Unit73

Fig. 1. Exemplary plot showing how the value of selected feature changes with the
progress of engine degradation (FD003).

For each turbofan engine, the RUL at a given point may be determined based
on the total number of completed cycles. This way, a prediction model, which
determines the state of health of the unit may be developed. Figure 1 presents
how the selected measurement deviates from normal working conditions as the
number of cycles increases and the turbofan engine deteriorates. Figure 2 shows
how the distributions of some measurements differ in normal working conditions
and at the end of life. In most cases, a shift towards lower or higher values is
observed as the unit undergoes failure.

3.2 Failure prediction

The prediction of unit failure may be considered as a problem of finding the
remaining useful life (RUL) estimation of the unit given the current working
conditions. The RUL prediction on the C-MAPSS dataset has been widely stud-
ied and multiple prediction models were proposed. Most recent research is mainly
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Fig. 2. Comparison of selected measurements distribution in normal (RUL > 130) and
degradation (RUL < 20) conditions (FD003).

focused on the development of different deep learning architectures [10, 16,11,
1], but more classical ML approaches were also studied [14,9].

Our work is dedicated mostly to the topic of Explainable AI, rather than the
development of new model architectures, thus we have used more commonly used
state-of-the-art techniques, which are known for their performance on various
types of data and prediction problems. The algorithms selected for the predic-
tion task are XGBoost (XGB), Random Forest (RF), Support Vector Machine
(SVM), and Multi-layer Perceptron (MLP). We also use Explainable Boosting
Machine [15] as a glass-box alternative for the models listed above.

The dataset on which we have trained the models is the FD003, which con-
tains a simulation of 100 turbofan engine units in a run-to-failure manner with
over 24,000 observations in total. Each simulated flight is made under the same
external conditions with two possible types of failure. For each unit, we calcu-
late the RUL based on the known value of the cycle for each observation and
known total number of cycles for a given unit. The feature scaling is performed
in the following manner — for each unit we take the first 50 cycles (which are
assumed to be always healthy working conditions) and scale all features linearly
to the [0, 1] range. Then we apply the obtained scale to all observations of the
given unit. With such an approach, we are able to find the relative change of the
measurements in relation to the baseline, which are the first 50 cycles. The first
50 cycles are then removed from the training and test data sets, as in practice
when we calculate RUL for a new unit, those points could not be predicted, as
the baseline is not yet known. We also apply a rectification of RUL, which is
a common practice in the case of such problems. Whenever the value of RUL
exceeds 130, it is limited to 130. This is required, because when RUL is higher
than 130 cycles, there are no signs of asset degradation and thus no model is
able to precisely distinguish between, i.e., RUL=300 and RUL=130.
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For every model, we conduct hyperparameter tuning using a grid search
method to find a set of parameters, which assure the high accuracy of the model.
The model accuracy is determined with the root mean square error (RMSE) as
the model evaluation metric. The cross-validation technique with 5 folds is used
to eliminate the possibility of model overfitting — data is divided into train and
test sets in such a way that every unit can be only in one of these two sets at a
time.

3.3 Failure explanation

After training the models with the best found hyperparameters, we use SHAP
and LIME methods to get explanations of every model for several randomly
selected units.

Then, we compare the explanations in several manners. As the evaluation
of the robustness, we determine the stability range for every model and com-
pare them together. To evaluate the stability in a more qualitative manner, we
plot how the feature importance for different models changes as RUL decreases
in each selected unit. We expect that for the explanations to be trustworthy,
the explanation for the RUL prediction should be similar throughout the whole
degradation process. Otherwise, the end-user of the XAI model may be mis-
guided and lose trust in the predictions.

We also calculate the mean consistency between every combination of the
two models to check which models give the most consistent explanations.

Additional issue in the comparison of the explanation methods is that the
feature importance values produced by different XAI methods cannot be directly
compared, as the meaning of the feature importance magnitude might be differ-
ent. To overcome this problem, we have scaled the feature importances for each
method in a following manner:

ag = Pos(||lzil : {=: € Xg}) (3)
PE.m,i

S e ) ) 4

Em,i ag ( )

where ag is the scaling factor for an explanation method F, P, (X) denotes the
n'" percentile of multiset X, Xz is the concatenated multiset with all the feature
importances of a given explanation method (for all models) and g, ; is the
feature importance of i* observation for a ML model m and explanation method
FE — superscitpt s denotes a scaled value.

We have decided on the 95" percentile to minimize the effect of the out-
liers on the final results. The scaling factors were determined for each method
without distinguishing between the models to preserve the same scale within
the explanation method, i.e., we assume SHAP values for all models are compa-
rable without scaling. Although feature importance in all explanation methods
may be positive or negative, in all cases ®; = 0 means that a certain feature
has no impact on the result. Thus, it is important to assure during scaling that
this point does not shift, what could be achieved with, i.e., a simple min-max
normalization.
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4 Results and discussion

In this section, we present the results of our study. We have trained five different
models to predict the remaining useful life on the FD003 dataset. The models
were trained and evaluated using Python programming language and sckit-learn
library. Table 1 presents the root mean square error (RMSE) and coefficient
of determination (R?) calculated on the test dataset for all models used in this
study.

Table 1. Metrics of machine learning models on FD003 dataset.

XGB RF SVM MLP EBM
RMSE 14.8 15.0 15.1 15.1 15.4
R? 0.878 0.867 0.884 0.887 0.862

All models achieved comparable performance on the test dataset and their
accuracy is acceptable to use them for the prediction problem defined. From the
test dataset, we have randomly selected 10 units and produced explanations for
them with the use of SHAP and LIME methods — in contrast to Explainable
Boosting Machine algorithm, which is interpretable. We have only explained
the observations, which had an actual RUL below 130, as we are particularly
interested in the explanations for the low RUL values — the explanations for the
healthy turbofan unit have no practical significance.

In Figure 3 we present how the feature importance values of a selected mea-
surement changes as RUL decreases. SHAP values reflect the progressing degra-
dation process, however for SVM, XGB, and RF the explanation scores converge
to a certain value, while for MLP a decrease is still observed. Based on the be-
haviour of the measurement, MLP response seems to be more intuitive. In the
case of LIME explanations, we observe three intervals: stability at high RUL
values, fluctuations at intermediate RUL values, and stability at lower RUL val-
ues. Such a response does not seem to be of practical use, as in the intermediate
RUL interval the state of the engine is not well explained. Changes in the expla-
nation scores of EBM are similar to SHAP values, however higher fluctuations
are observed.

The distribution of stability (as defined in equation 1 — with € = 2.0) is pre-
sented in the Figure 4. The best stability was obtained for the models explained
with the SHAP method . The lowest median was achieved by Multi-layer per-
ceptron model, nevertheless the results for other models (explained with SHAP)
are comparable.

In the Figure 5 we presents the mean consistency between each model. The
results are relatively far from 1.0, which may indicate the models are very far
from being consistent, which raises the issue of their fidelity. The highest con-
sistency score is observed between the three pairs of models: XGB and RF with
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Fig. 3. Explanation scores of the Measurement 14 for a randomly selected unit.

SHAP, XGB and RF with LIME, SVM and MLP with SHAP. This leads to
observations that consistency is higher if we compare two models using the same
XATI method and that kind of model (tree-based or not) also impacts the consis-
tency. The explanations of the same model with different XATI techniques give
lower consistency than in the case of the pairs mentioned above. It shows that
the selection of important features is not only driven by the model training, but
is also dependent on the choice of the XAI method.

In the analyzed dataset, each unit undergoes one of the two failures, which
should also be visible in measurements and explanations — different measure-
ments may impact the RUL depending on the type of failure that is occuring
in the engine. Thus, we expect to have two clusters of failure data, each hav-
ing observations from one failure. Those clusters should be both visible in the
measurements as well as explanations. In the Figure 6 we present the visual-
ization of all features and explanations for the MLP model by reduction of the
data dimensionality with the use of the Principal Component Analysis (PCA)
method. The visualization of the measurements implies that we are dealing with
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Fig. 4. Stability distribution of the investigated models for 10 randomly selected tur-
bofan units. The lower is the median and the variance, the better.
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Fig. 5. Mean consistency between the models for 10 randomly selected turbofan units.

two distinct failures. There is a common starting point (normal condition) and as
the RUL decreases, the measurements move in different directions of the plane.
The behaviour of the SHAP values is similar to measurements, which shows that
there is a consistency between them. On the other hand, in the case of LIME,
four distinct regions are present, which cannot be simply explained by the distri-
bution of the dataset. Nevertheless, it is still a noticeable shift between normal
and failure points. This may be driven by the fact that LIME is known to be
affected by small perturbations in the dataset [2].

5 Conclusion and future works

In this paper, we have discussed the problem of Explainable AT in the predictive
maintenance case. We have focused on the comparison of feature importances
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Measurements SHAP LIME

PC2

Fig. 6. PCA visualization of the measurements and explanations.

assigned by SHAP and LIME explainability methods for different types of black-
box models. We also used Explainable Boosting Machine, which is a glass-box
model and can provide explanations without the utilization of external explain-
ability methods.

The results show that the SHAP method outperforms LIME and EBM in
terms of stability and consistency of the explanations. The most promising re-
sults were obtained with MLP model, where the response of the XAI model was
in our opinion the most reasonable, which was also confirmed by one of the best
results in the stability metric. We have observed that the LIME method is not
performing well in terms of stability and its results might be affected by small
changes in the model, which is coherent with other studies. Explainable Boost-
ing Machine has shown comparable performance in terms of prediction accuracy
as the other techniques used (it was slightly less accurate than the rest of al-
gorithms), but the stability of the explanations was worse than in the case of
SHAP method. This implies that the glass-box models may not always perform
better in terms of stability than a combination of black-box with XAI method.

The study has shown that there exist differences between the explanations
that depend on the XAI method and ML algorithm. Not only different mod-
els result in different feature importances assigned by XAI methods, but there
also exists a disagreement between XAI explanations for the same model. This
indicates that the differences in the XAI methods are not coming only from
the internal decisions of ML model, but also from the XAI methods themselves.
Thus, there is a need for further research on the machine learning models and
XAI methods, which will lead to the production of accurate and trustworthy
algorithms for predictive maintenance tasks. The situation when unstable and
inconsistent algorithms are used in the production environment may lead to the
loss of trustworthiness of ML models by the end-users of those algorithms.

In future work, we plan to further investigate the topic of XAI methods in
predictive maintenance applications with a special focus on remaining useful life
estimation. Our next works will be devoted to the real-life use cases we plan to
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investigate in the Explainable Predictive Maintenance Project. We want to fo-
cus on the explainability problem in more complex deep learning architectures,
which show promising potential in PAM use cases, i.e., convolutional, LSTM,
Transformer Networks or ensembles of them. We also see a great need for fur-
ther research on explainability metrics — the current metrics give some valuable
information. However, we observe that they cannot be evaluated in a straightfor-
ward way, i.e., they depend on the magnitude of the feature importance vectors,
and they do not provide information on the source of bias in explanations. We
also plan to investigate more in-depth differences between the explanations of
SHAP, LIME, EBM and others explanation methods.
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