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Abstract. Recent advances in machine learning on quantum computers
have been made possible mainly by two discoveries. Mapping the features
into exponentially large Hilbert spaces makes them linearly separable
— quantum circuits perform linear operations only. The parameter-shift
rule allows for easy computation of objective function gradients on quan-
tum hardware — a classical optimizer can then be used to find its mini-
mum. This allows us to build a binary variational quantum classifier that
shows some advantages over the classical one. In this paper we extend
this idea to building a multi-class classifier and apply it to real data. A
systematic study involving several feature maps and classical optimizers
as well as different repetitions of the parametrized circuits is presented.
The accuracy of the model is compared both on a simulated environment
and on a real IBM quantum computer.

Keywords: Quantum Computing · Hybrid Classical-Quantum Algo-
rithms · Variational Quantum Classifier · Artificial Intelligence · Machine
Learning.

1 Introduction

Classical machine learning techniques have made great strides in the past decade,
enabled in large part by the availability of sufficiently powerful hardware. For
example, the success of neural networks based on deep learning was possible
in part because of powerful parallel hardware consisting of clusters of graphical
processors [30]. Maybe the existence of quantum hardware might enable further
advances in the field, making the development of new machine learning algo-
rithms possible [8]. However, ideal fault-tolerant quantum computers [27] are
still not available today. What we have are Noisy Intermediate Scale Quantum
computers (NISQ) [5].

There are two major paradigms in the quantum computer world: quantum
annealing and gate-based computation. Both allow for solving optimization prob-
lems by finding a minimum of certain objective functions. Thus, they can both
potentially be used for machine learning tasks. D-Wave Systems is a major ven-
dor of superconducting quantum annealing machines. Their recent machines
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offer up to 5640 qubits [7, 6]. A more general gate-based architecture poten-
tially allows for execution of arbitrary algorithms not restricted to optimization
problems. Recently IBM unveiled a 127 qubit gate-based machine operating on
transmons1. Alternative physical realizations of gate-based quantum computers
involve photonic systems and ion-traps[19]. Gate-based quantum circuits can be
created using several open source software tools [10]. In this paper, a gate-based
IBM 5 qubit transmon computer is used and programmed in Python with Qiskit
library to solve a supervised machine learning problem.

To mitigate the influence of decoherence errors in NISQ computers, quantum
circuits with limited depth are needed. This can be achieved when the work of
a quantum computer is supplemented by a classical one. This yields hybrid
quantum-classical computations. In a variational setting, the quantum circuit
U(θ) is parametrized by a set of numbers θ. At each step of the algorithm, a
cost function C(θ) is evaluated based on multiple measurements of the quantum
circuit for a given input state |ψ0〉. Then, an optimization algorithm running
on a classical computer is used to update the parameters θ to minimize the
cost function C(θ). The final state U(θopt)|ψ0〉 = |ψ(θopt)〉 is a superposition
that contains the solution to the problem with a high probability amplitude.
Variational algorithms were introduced in 2014, with the variational eigensolver
[21].

Another well known example of such a variational approach is the Quantum
Approximate Optimization Algorithm (QAOA) [9]. It allows us to find approx-
imate solutions to the Quadratic Unconstrained Binary Optimization (QUBO)
problem. The final state |ψ(θopt)〉 measured in the computational basis gives
with high probability the bit string corresponding to the solution of the spe-
cific problem (e.g., MaxCut). The influence of noise on the performance of this
algorithm on IBM quantum computers was studied in [2].

The interplay between quantum computing and machine learning has at-
tracted a lot of attention in recent years. The use of an exponentially large
feature space of dimension 2n where n is the number of qubits that is only effi-
ciently accessible on a quantum computer provides a possible path to quantum
advantage. In [12] two algorithms have been proposed that process classical data
and use the quantum state Hilbert space as the feature space. Both algorithms
solve a problem of supervised learning: the construction of a binary classifier.
One method, the quantum variational classifier, uses a variational quantum cir-
cuit with a classical optimizer to classify the data. The other method, a quantum
kernel estimator, estimates the kernel function on the quantum computer and
optimizes a classical Support Vector Machine (SVM). In this paper we extend
the first method to encompass the multi-class classification case.

In [1] the effective dimension measure based on the Fisher information has
been proposed. It can be used to assess the ability of a machine learning to train.
It was found that a class of quantum neural networks is able to achieve a con-
siderably higher capacity and faster training ability than comparable classical
feedforward neural networks. A higher capacity is captured by a higher effective

1 https://research.ibm.com/blog/127-qubit-quantum-processor-eagle
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dimension, whereas faster training implies that a model will reach a lower loss
value than another comparable model for a fixed number of training iterations.
This suggests an advantage for quantum machine learning, which was demon-
strated both numerically and on real quantum hardware using the Iris Data Set
[3]. In this paper we use this data set not only to check the model training speed
but also its accuracy.

This paper consists of 5 main sections. In Section 2 the details of a variational
hybrid quantum-classical model for multi-class classification are described. In
Section 3, the results from training this model on the training subset of the Iris
Data Set are presented and its accuracy is tested on test subset. Both a classical
Qiskit simulator as well as a real IBM quantum computer are used. In Section 4
we discuss these results. In Section 5 we finish with some conclusions.

2 Model

2.1 Parametrized quantum circuits

Parameterized quantum circuits, where the gates are defined by tunable param-
eters, are fundamental building blocks of near-term quantum machine learning
algorithms. They are used for two things:

– To encode the data, where the parameters are determined by the data being
encoded.

– As a quantum model, where the parameters are determined by an optimiza-
tion process.

As all quantum gates used in a quantum circuit are unitary, a parameterized
circuit itself can be described as a unitary operation on qubits.

How do we choose parameterized quantum circuits that are good candidates
for quantum machine learning applications? First, they need them to generalize
well. This means that the circuit should be able to map to a significant subset of
the states within the output Hilbert space. To avoid being easy to simulate on a
classical computer, the circuit should also entangle qubits. In [28], the authors
propose the measures of expressibility and entangling capability to discriminate
between different parameterized quantum circuits. A strong correlation between
classification accuracy and expressibility, and a weak correlation between classi-
fication accuracy and entangling capability has been found [13]. Note, that the
use of parametrized quantum circuits with a high expressibility in supervised
machine learning scenarios may lead to overfitting [24].

In the current era of near term quantum computing, there is limited error
correction or mitigation and limited qubit connectivity. To accommodate these
device constraints, in [14] a class of hardware efficient parameterized circuits was
introduced. They are built from layers consisting of one two-qubit entangling
gate and up to three single-qubit gates. Also, a particular qubit connection
topology is used. These results have been extended in [12] where the authors
introduced a general parameterized circuit, which includes layers of Hadamard
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gates interleaved with entangling blocks, and rotation gates. This unitary was
chosen because it is classically difficult to compute, but tractable on near term
quantum hardware. It can be used to encode data.

Data encoding Data representation is crucial for the success of machine learn-
ing models. For classical machine learning, the problem is how to represent the
data numerically, so that it can be best processed by a classical machine learn-
ing algorithm. For quantum machine learning, this question is similar, but more
fundamental: how to represent and efficiently input the data into a quantum
system, so that it can be processed by a quantum machine learning algorithm.
This is usually referred to as data encoding and is a critical part of quantum
machine learning algorithms that directly affect their power.

One of the simplest data encoding methods is angle encoding. In this case, the
number of features is equal to the number of qubits and the features are encoded
into the rotation angles of qubits. This method only encodes one datapoint at
a time. It does, however, only use a constant depth quantum circuit, making
it amenable to current quantum hardware. For a general unitary operator from
[12] this method corresponds to the parameters k = 1, P0 = Z. In Qiskit the
corresponding function is called ZFeatureMap. For k = 2, P0 = Z,P1 = ZZ we
get the Qiskit ZZFeatureMap circuit, which contains layers of Hadamard gates
interleaved with qubit rotations and entangling blocks. These data encoding
circuits were used in [1]. These authors call them “easy quantum model” and
“quantum neural network” respectively.

In this paper, in addition to the feature map circuits described above, a
slightly more sophisticated circuit is used. It is depicted in Fig. 1 and differs
from the ZZFeatureMap by adding qubit rotations along Y axis. Using notation
from [12] it corresponds to the parameters k = 3, P0 = Z,P1 = Y, P2 = ZZ
and is generated using the Qiskit PauliFeatureMap function. It only encodes a
datapoint x of 3 features, despite having 9 parameterized gates.

Fig. 1. PauliFeatureMap data encoding circuit for 3 qubits. H, P , and RX are
Hadamard, phase shift, and X rotation gates; x is the feature vector.

Quantum model The Qiskit RealAmplitudes circuit is a heuristic trial wave
function used as Ansatz in chemistry applications or quantum model classifi-
cation circuits in machine learning. The circuit consists of alternating layers of
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RY rotations and CNOT entanglements. We use it in our paper with differ-
ent numbers of repetitions. The number of variational parameters θj is equal to
(r+1)n, where r is the number of repetitions of this circuit, and n is the number
of qubits. This circuit can be regarded as a special case of the Qiskit TwoLocal
circuit. The prepared trial quantum states will only have real amplitudes.

2.2 Quantum variational classification

Quantum supervised machine learning is the task of learning the parameters θ
of a variational circuit that maps an input feature vector x to an output ŷ based
on example training input-output pairs (x, y). The accuracy of the model can
then be checked using a set of testing examples. In the case of a classification
problem that asks us to assign data into specific categories, the outputs ŷ are
category numbers.

Label assignment Such a variational quantum classifier algorithm was intro-
duced by multiple groups in 2018 [26]. For a binary classification problem, with
binary output labels, the measured expectation value of Z⊗n can be interpreted
as the output of a classifier. The average is calculated over several shots of the
algorithm. It can be shown, that this is equivalent to measuring the average
value of Z acting on one qubit only.

Let us now extend this procedure to a multi-class classification. For a given
feature vector x and variational parameters θ the output of the parmetrized
circuit is measured in the computational basis. Thus the output of each shot of
the algorithm is a bitstring b, where bi ∈ {0, 1}. The predicted category number
can then be calculated as:

ŷ =

n−1∑
i=0

bi (mod K) (1)

whereK is the number of categories. Note, that for two categoriesK = 2, Eq. (1)
is just a parity function. Thus, in this case, the classification result is equivalent
to the previously described one.

After measuring the same circuit again, a different set of bits b is obtained.
Thus, the output from multiple shots of the experiment are the probabilities pk
of belonging the feature vector x to different categories k = 0, . . .K − 1.

Cost function To compare the different parameters θ, we need to score them
according to some criteria. We call the function that scores our parameters the
“cost” or “loss” function, as bad results are more costly.

The combination of softmax with cross-entropy is a standard choice for a cost
function to train neural network classifiers [22]. It measures the cross-entropy
between the given true label y and the output of the neural network ŷ. The
network’s parameters are then adjusted to reduce the cross-entropy via back-
propagation.
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Cross-entropy measures the difference between two probability distributions
qk and pk:

−
K−1∑
k=0

qk log2 pk (2)

In our case, the target distribution qk = δky is just a delta function. Therefore,
Eq. (2) becomes:

− log2 py (3)

where pk is the probability of measuring label k. In order to obtain the cost
function, we sum expressions from Eq. (3) for all points from the training set.
This calculation is done by Qiskit OneHotObjectiveFunction.

Similarly, the authors [1] also use a cross-entropy cost function for a binary
classification problem.

2.3 Training parameterized quantum circuits

Like classical models, we can train parameterized quantum circuit models to
perform data classification tasks. The task of supervised learning can be math-
ematically expressed as the minimization of the objective function, with respect
to the parameter vector θ. In the training phase, the quantum computer calcu-
lates the predicted labels. The classical computer compares them to the provided
labels and estimates the success of our predictions using the objective function.
Based on this cost, the classical computer chooses another value for θ using a
classical optimization algorithm. This new value is then used to run a new quan-
tum circuit, and the process is repeated until the objective function stabilizes
at a minimum. Note, that finding a global minimum is not an easy task, as the
loss landscape can be quite complicated [18].

There are many different types of algorithms that we can use to optimise the
parameters of a variational circuit: gradient-based, evolutionary, and gradient-
free methods. In this paper, we will be using gradient-based methods. For circuit-
based gradients, there’s a very nice theoretical result — the parameter shift
rule [25]. It gives a very easy formula for calculating gradients on the quantum
circuit itself. It is very similar to the equation for finite difference gradients
except for the difference is not infinitesimally small.

In vanilla gradients, the Euclidean distance between the points is used, which
doesn’t take the loss landscape into account. With Quantum Natural Gradi-
ents [29], a distance that depends on the model based on Quantum Fisher In-
formation is used instead. It allows to transform the steepest descent in the
Euclidean parameter space to the steepest descent in the model space and thus
approaches the target faster than vanilla gradient descent. However, this comes
at the cost of needing to evaluate many more quantum circuits.

Simultaneous Perturbation Stochastic Approximation (SPSA) [11] is an op-
timization technique where to reduce the number of evaluations we randomly
sample from the gradient. Since we don’t care about the exact values but only
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about convergence, an unbiased sampling works on average quite well. In prac-
tise, while the exact gradient follows a smooth path to the minimum, SPSA will
jump around due to the random sampling, but eventually it will converge, given
the same boundary conditions as the gradient.

In this paper, in addition to SPSA, Constrained Optimization by Linear
Approximation (COBYLA) [23], and Sequential Least SQuares Programming
(SLSQP) [15] optimization algorithms are used.

3 Results

In this section we use the data from the Iris Data Set [3]. It contains 3 classes:
Iris-setosa, Iris-versicolor, and Iris-virginica; 150 samples (50 for each class), and
4 features: petal width, petal length, sepal width, and sepal length. This data set
was split into the training and test sets using shuffle and train_test_split
functions from the scikit library. The test set constitutes 30% of the total data
set, i.e, it contains 45 samples.

To obtain the results presented below, Python version 3.9.9 was used together
with libraries listed in Table 1.

Table 1. Libraries used and their versions.

Library Version
Qiskit 0.31.0

Qiskit-Machine-Learning 0.2.1

Qiskit-Terra 0.18.3

Qiskit-Aer 0.9.1

NumPy 1.21.1

3.1 Qiskit Simulation

As described in Section 2.1 we have considered circuits with 3 types of data en-
coding layers: ZFeatureMap, ZZFeatureMap, and PauliFeatureMap. One parametrized
circuit RealAmplitudes was used. Both the data encoding and parametrized cir-
cuits were repeated 1, 2, and 4 times. This gives the total number of 27 variational
classifier circuits. Each circuit was run and measured 1024 times.

Training phase In the training phase 3 classical optimizers from Section 2.3:
SPSA, SLSQP, and COBYLA were used to tune the variational parameters on
the Qiskit simulator. They were limited to 200 learning iterations each, but
SLSQP always finished its work before 100 iterations. Sometimes, COBYLA or
SPSA also finish their work earlier.
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Fig. 2. Objective function value versus number of iterations as calculated by the Qiskit
simulator. The cases ploted are marked in bold in Table 2.
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Example results for selected cases (that also performed well on a real quan-
tum computer) are shown in Fig. 2. The fastest case to stabilize is SLSQP200-
PauliFeature1-RealAmplitudes2 (blue line), which reached its target value of
the objective function already after 31 iterations. Next come COBYLA200-
PauliFeature1-RealAmplitudes2 (violet line) and SPSA200-ZZFeature2-RealAmplitudes1
(dark blue line), where 141 and 151 iterations were needed respectively. The re-
sult of COBYLA200-PauliFeature1-RealAmplitudes2 (violet line) is among one
of the lowest, was reached very fast, and is very stable with the number of
iterations.

In general, if the loss landscape is fairly flat, it can be difficult for the opti-
mization method to determine which direction to search. This situation is called
a barren plateau [20]. For all 81 cases considered here, this phenomenon was
not observed. The optimization algorithms were always able to stabilize at some
minimum of the objective loss function.

Accuracy check Model accuracy is defined as the ratio of the correctly pre-
dicted classes to the number of points in the test set. The predicted class k
is the one observed with the highest probability pk in 1024 repetitions of the
experiment. The results of its calculation on the test set are shown in Fig. 3.
We see that the accuracy of the models optimized by SPSA oscillates a lot with
the algorithm iteration number. The results of SLSPQ and COBYLA are by
far more stable. The cases COBYLA200-PauliFeature1-RealAmplitudes2 (violet
line) and SLSQP200-PauliFeature1-RealAmplitudes2 (blue line) seem to provide
the highest and most stable accuracy. All the models shown here are able to
score above 90%, therefore no overfitting is observed.

3.2 IBM Quito Quantum Computer

0 1 2

3

4

Fig. 4. Qubit connection topology of the IBM Quito quantum computer.

In this section we repeat the experiments on a real 5 qubit IBM Quito quan-
tum computer. Its qubit connection topology is presented in Fig. 4. We need
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only 4 of them. Note that both the data encoding circuits and the parametrized
circuit from Section 2.1 use an all-to-all qubit entanglement scheme (except for
the ZFeatureMap where no entanglement is used). Therefore, physical qubits 0–3
are the optimal choice to map the 4 logical qubits of our circuits. By choosing
this subset, each pair of qubits will be separated by at most one additional qubit.
On the other hand, if qubits 1–4 were chosen, then some pairs of qubits would
be separated by two additional qubits.

We have sorted the table of 81 results from Section 3.1 by descending ac-
curacy. The first 32 cases have been taken and launched on qubits 0–3 of the
IBM Quito quantum computer. For variational paramaters the values computed
during Qiskt simulation were substituted. No training on the quantum hard-
ware was performed due to limited computer availability. The results of this
experiment are presented in Table 2. Only 8 models scored accuracy above 60%.
They are marked in bold (these cases were used in Figs. 2 and 3). For some
models, the accuracy dropped below 33.3%, i.e., below random class assign-
ment. Models with the lowest numbers of CNOT gates generally achieve the
best results: SPSA200-ZFeature4-RealAmplitudes4, 24 gates, accuracy 73,3%;
SPSA200-PauliFeature1-RealAmplitudes1, 18 gates, accuracy 71,1%; SPSA200-
ZFeature4-RealAmplitudes2, 12 gates; accuracy 68,9%. This will be discussed in
the next section.

Note, that the choice of an classical optimizer is very important for the quan-
tum algorithm performance. The accuracy of SPSA200-ZFeature4-RealAmplitudes2
dropped to 33.3% but SPSA200-ZFeature4-RealAmplitudes4 performed much
better — in this case the accuracy dropped only to 68.9%.

4 Discussion

Fig. 5. Simple quantum circuit for Bell state production before (left) and after (right)
transpilation.
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Table 2. Model accuracy comparison between Qiskit simulation and execution on a
real quantum computer.
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COBYLA200-PauliFeature1-RealAmplitudes2 97.7% 66.6% 24 60 170
SLSQP200-ZZFeature4-RealAmplitudes1 97.7% 31.1% 54 135 184
SLSQP200-PauliFeature1-RealAmplitudes2 97.7% 66.6% 24 60 170
SLSQP200-PauliFeature1-RealAmplitudes4 97.7% 48.9% 36 88 226
SLSQP200-PauliFeature2-RealAmplitudes1 97.7% 57.8% 30 71 196
COBYLA200-ZZFeature2-RealAmplitudes4 95.5% 48.9% 48 129 220
COBYLA200-PauliFeature4-RealAmplitudes2 95.5% 33.3% 60 144 368
SPSA200-ZZFeature1-RealAmplitudes4 95.5% 55.6% 36 91 190
SPSA200-ZZFeature2-RealAmplitudes4 95.5% 37.8% 48 129 220
SPSA200-ZZFeature4-RealAmplitudes4 95.5% 35.6% 72 180 280
SLSQP200-ZZFeature2-RealAmplitudes2 95.5% 48.9% 36 101 164
SLSQP200-ZZFeature4-RealAmplitudes2 95.5% 33.3% 60 152 224
SLSQP200-ZZFeature2-RealAmplitudes4 95.5% 33.3% 48 129 220
SLSQP200-ZZFeature4-RealAmplitudes4 95.5% 35.6% 72 180 280
SLSQP200-PauliFeature4-RealAmplitudes2 95.5% 33.3% 60 144 368
SLSQP200-PauliFeature4-RealAmplitudes4 95.5% 33.3% 72 172 424
COBYLA200-ZFeature4-RealAmplitudes4 93.3% 33.3% 24 63 256
COBYLA200-ZZFeature1-RealAmplitudes4 93.3% 66.7% 36 91 190
COBYLA200-PauliFeature2-RealAmplitudes4 93.3% 40.0% 48 116 292
COBYLA200-PauliFeature4-RealAmplitudes4 93.3% 33.3% 72 172 424
SPSA200-ZFeature4-RealAmplitudes2 93.3% 68.9% 12 35 200
SPSA200-ZFeature4-RealAmplitudes4 93.3% 73.3% 24 63 256
SPSA200-ZZFeature2-RealAmplitudes1 93.3% 62.2% 30 84 124
SPSA200-ZZFeature4-RealAmplitudes1 93.3% 31.1% 54 135 184
SPSA200-PauliFeature1-RealAmplitudes1 93.3% 71.1% 18 43 130
SPSA200-PauliFeature4-RealAmplitudes1 93.3% 42.2% 54 127 328
SPSA200-PauliFeature4-RealAmplitudes2 93.3% 42.2% 60 144 368
SPSA200-PauliFeature1-RealAmplitudes4 93.3% 68.9% 36 88 226
SPSA200-PauliFeature4-RealAmplitudes4 93.3% 28.9% 72 172 424
SLSQP200-ZZFeature1-RealAmplitudes4 93.3% 33.3% 36 91 190
SLSQP200-PauliFeature2-RealAmplitudes2 93.3% 26.7% 36 88 236
SLSQP200-PauliFeature2-RealAmplitudes4 93.3% 33.3% 48 116 292
SLSQP200-PauliFeature4-RealAmplitudes1 93.3% 35.5% 54 127 328
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On a real quantum computer, not every pair of qubits is directly connected.
Therefore, executing a two-qubit gate on them leads to the inclusion of additional
helper gates to the circuit during the transpilation phase. For example, consider
qubits 0 and 2 from Fig. 4. Let us launch on them a simple circuit for Bell state
production that consists of one Hadamard gate H and one CNOT gate. It is
shown on the left of Fig. 5. During the transpilation phase, this single CNOT
gate is changed to four CNOT gates. The result is presented on the right side
of Fig. 5. The Hadamard gate H has been changed to 3 single qubit gates:
RZ(π/2),

√
X, and RZ(π/2) because the IBM Quito quantum computer has no

direct implementation for it. Notice the change of the qubit on which the single
qubit gate operates — this is due to the phase-kickback effect [17].

At the moment the experiment from Section 3.2 was performed, the average
error of the CNOT gate of the IBM Quito computer was 1.052e−2 — a detailed
error map for this this machine is given on the IBM Quantum Computing web
page2. The circuits that performed best in Table 2 all have about 60 or less
CNOT gates after transpilation.

5 Conclusions

The subject of this study was to implement and study a variational quantum
program for supervised machine learning. Multi-class classification of the Iris
Data Set was performed without resorting to multiple binary classifications and
One-vs-Rest or One-vs-One strategies. Model accuracy of different data encod-
ing circuits and repetitions of the parametrized circuit was analyzed both on
a simulator and on a real quantum computer. It seems that one repetition
of PauliFeatureMap with Z, Y , and ZZ gates; and two repetitions of the
RealAmplitudes is the candidate that is stable in training and gives good classi-
fication accuracy. This circuit consists of 60 CNOT gates after transpilation on
the IBM Quito computer and has 170 single qubit gates. 4 features of the data
set are mapped onto a 16 dimensional Hilbert space. Encoding circuit parame-
ters depend not only on the features themselves but also on their products. The
parametrized circuit (ansatz) has the total number of 12 variational parameters
that are trained using a classical optimizer. The best results seem to come from
COBYLA and SLSQP. In future research we plan to implement classical artifi-
cial intelligence that would be responsible for an optimal circuit choice. There
are already some first steps in this direction [16].

In [4] the authors proposed another hybrid classical-quantum variational ap-
proach for multi-class classification. Their quantum multi-class classifier is de-
signed with multiple layers of entangled rotational gates on data qubits and
ancilla qubits with adjustable parameters. The class number is predicted by
measuring the ancilla qubits. Similarly to the ZFeatureMap data encoding uses
only single-qubit rotations. Their circuit is created using PennyLane and run on
the classical simulator. By training it on the Iris Data Set these authors were

2 https://quantum-computing.ibm.com/services?services=systems
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able to reach the accuracy of 92.10%. This is lower than the accuracy of all cases
from Table 2 where the top accuracy od 97.7% was reached without using any
ancilla qubits.

A large discrepancy between the accuracy of the model created on the Qiskit
simulator and a real IBM Quito quantum computer has been found. It is due to
gate errors and peculiar qubit connection topology. This accuracy drop persists
even when the training is done on the quantum computer itself. We were quite
surprised by these results because all IBM quantum computers with 7 or more
qubits available today have a connection topology consisting of T -like structures
similar to that from Fig. 4 and have similar error gates for the CNOT gates.
They also utilize the same gate set presented in Sec. 4. In [1] there was abso-
lutely no problem in training a variational binary classifier on the Iris Data Set.
The IBM Montreal 27 qubit quantum computer reached lower value of the cost
function faster that a classical simulator (model accuracy was not calculated).
The possible explanation is that for more qubits available the transpiler was able
to choose physical qubits with lower CNOT gate errors. Unfortunately we did’t
have access to that machine to check this. Another explanation is that these
authors used linear qubit connectivity instead of all-to-all. We use the latter one
similarly to [4]. In the future, fault tolerant quantum computers or computers
with all-to-all qubit connection topology should eliminate these problems.

The code used in this paper as well as some additional results are available
from a publicly accessible GitHub repository3.
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