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Abstract. Explainable Artificial Intelligence (XAI) aims at introducing trans-
parency and intelligibility into the decision-making process of AI systems. In
recent years, most efforts were made to build XAI algorithms that are able to
explain black-box models. However, in many cases, including medical and in-
dustrial applications, the explanation of a decision may be worth equally or even
more than the decision itself. This imposes a question about the quality of expla-
nations. In this work, we aim at investigating how the explanations derived from
black-box models combined with XAI algorithms differ from those obtained from
inherently interpretable glass-box models. We also aim at answering the question
whether there are justified cases to use less accurate glass-box models instead
of complex black-box approaches. We perform our study on publicly available
datasets.
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1 Introduction

In recent years, the impact of machine learning on our daily life increased significantly,
providing invaluable support to the decision making process in many domains. In in-
sensitive areas, such as healthcare, industry, and law, where every decision may have
serious consequences, the adoption of AI systems that cannot justify or explain their
decisions is difficult and in many cases not desired. Such an observation stays in con-
tradiction to the trend in the AI world, where the most progress is observed in the area
of black-box models such as deep neural networks, random forests, etc. This duality led
to the development of explainable AI methods, which allows introducing transparency
and intelligibility to the decisions made by not interpretable black-box models. How-
ever, this transparency and intelligibility may serve different purposes, depending on
the application area and the task that is to be solved with the AI method. In particular,
we can define two main goals of XAI methods:

1) understand the mechanics of the ML model in order to debug the model, and
possibly the dataset (i.e., what input drives the model to classify instance A as class C,

2) understand the phenomenon that is being modelled with AI methods and to build
trust (i.e., what input makes the instance A to be classified as C).
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While these goals might be indistinguishable at first glance, there is a fundamental
difference in the assumptions that need to be fulfilled in both cases. In the first case,
we assume that the model might be wrong, and we want to fix it, hence the information
about the model is the most important. The model performance is an objective. In the
second case, we assume that the model is correct and we want to use it to obtain infor-
mation about the class or instance itself. The explanation itself is the main objective. In
this paper, we focus on the second case. We provide a discussion on the performance
of the glass-box models and black-box models explained with the use of XAI methods,
in the situation when the objective is not to learn about the AI model, but about the
phenomenon the model captures. We focused on rule-based explanations as one of the
most understandable and widely applicable methods in industrial and medical cases. We
performed a comparison of these two approaches on datasets from selected scikit-learn
datasets and UCI Machine Learning Repository to see if a simple glass-box model can
outperform complex XAI algorithms.

The rest of the paper is organised as follows: In Section 2 we describe a few papers
which concern the explainable methods and we introduce our motivations. In Section 3
we present our approach to the performance comparison mentioned above. Next, Sec-
tion 4 presents and discusses the results we obtained. Finally, in Section 5 we summary
our work.

2 Related works and motivation

In this paper, we focused to evaluate what is the difference between the explanations ob-
tained from black-box models combined with XAI algorithms and from those obtained
based on interpretable glass-box models. To get such evaluation, firstly we verified the
existing researches which concern glass-box and black-box models in the application
of Explainable Artificial Intelligence.

In [10] the author makes a comparison of white and black box models. The author
outlines that in some cases glass-box models could give as accurate results as the black
box models. However, it strongly depends on the application domain and the data deliv-
ered. In the case of the black-box models, the author highlights that the experts do not
need to understand the mathematical transformations behind them, but they proposed
to deliver the output data in a similar form as input.

In [1] the authors pay attention to the fact that nowadays there is the need for XAI
application due to commercial benefits, regulatory considerations, or in cases when the
users have to effectively manage AI results. They outline that the black-box models do
not disclose anything about internal design, structure, or implementation. On the other
hand, the glass-box is completely exposed to the user.

In [6] the authors used glass-box and black-box models to predict the ambient
black carbon concentration. They used several methods, whereas a neural network with
LSTM layers gave the best results. However, they highlight that using black-box models
like neural network or random forest complicates explanations.

In [9] the authors used the Anchor algorithm to obtain rules which could be ex-
planations of each cluster of data. As a result, the proposed methodology is able to
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generate human-understandable rules which could be passed to the experts to support
in the explainability process.

In [14] the authors used the black-box model to develop the structured attack (StrAt-
tack), which is able to explore group sparsity in adversarial perturbation by sliding a
mask through images. They demonstrate the developed method on datasets consisting
of images. Furthermore, they outline that thanks to the sliding masks, they increase the
interpretability of the model.

In [15] the authors also concentrate on image classification. They used a deep neural
network to assign input to predefined classes. To interpret the models, they considered
post-hoc interpretations. More specifically, they focus on the impact of the feature on
the predicted result – they tried to uncover the casual relations between input and output.

In [11] the authors created an open-source Python package called InterpretML.
They focused in most cases on the feature importance explanations, not on the human-
readable rules.

I our work we focus on rule-based explanations, which according to our previous
research [3] proves to be one of the most intelligible way of providing explanations to
experts. Therefore, we mainly concentrate on the algorithms which can generate expla-
nations which are represented as a logic implication (IF-THEN) by using a conjunction
of relational statements. Such explanations can be executed with rule-based engines
and verified according to selected metrics such as accuracy, precision, or recall. Having
that, a research question arises: If the explanation is as much valuable as the model
decisions, what kind of model should be applied to assure good interpretability along
with high accuracy of explanations? Should it be 1) a glass-box model to directly gen-
erate explainable results, or 2) a complex black-box model and explain its results with
Explainable Artificial Intelligence methods? To solve this research problem, we aim to
apply XAI methods that are able to generate human-readable rules for complex black-
box models and verify if these methods are needed to be applied in the case of simple
tabular data or if we should make explanations directly with the use of the glass-box
models.

3 Experimental comparison

The scope of this work concentrates on the comparison of using simple glass-box mod-
els with complex black-box models explained with the XAI algorithm. In this work, we
use a classification task as an exemplary problem to be solved. We considered the most
popular classifiers available in the scikit-learn package [12].

For glass-box models, we selected: Decision Tree, Nearest Neighbors. For black-
box models, we chose RBF SVM, Gauss Process, Random Forest, Neural Network,
AdaBoost, Naive Bayes, QDA. We used a default models’ settings as hyperparameter
tuning was not the main goal of this paper. Our experiment considers two approaches
for solving the classification task: 1) use directly explainable glass-box model, 2) use
the black-box model, explain the predictions with XAI method, and solve the main
problem based on the explanations obtained.

In the second approach, we took into consideration the XAI algorithms which gen-
erate explanations in the form of human-readable rules based on the trained classifier
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model. In this work, we considered three XAI methods: Anchor [13], Lux [4] and
Lore [7]. Each of them generates instance-based explanations (rules), which subse-
quently were converted into XTT2 format [8]. To allow the results to be compared
with glass-box models we used HEARTDROID inference engine [5] to predict the clas-
sification target (label) based on the obtained rules and data instances.

The schematic illustration of the considered approaches is presented in the Fig. 1.

Fig. 1. Glass-box and black-box models approaches comparison.

To test the considered approaches and draw reliable conclusions, we chose data
from different sources as an input to the experiments. In the work we used the following
datasets: banknote and glass3, cancer and iris4, and titanic5.

Each dataset has been divided into train and test datasets. For each considered clas-
sifier, we applied the same train instances to train the model and test instances to make
predictions to maximize the reliability of the comparison results. For both considered
approaches, we computed the accuracy, recall, and precision scores for each considered
classifier to compare these two approaches.

4 Results and discussion

In this section, we present the results of our experiments. Firstly, we compared the per-
formance of all considered classifiers used directly to solve the classification problem.
Then, we compared scores for the classification problem solved based on the rules gen-
erated for the black-box models with XAI methods (only the best results for each XAI
method) vs glass-box model. Finally, we also considered the variance of scores that can
be obtained for a selected XAI method depending on the black-box model explained.
These results are presented in the following figures.

Fig. 2 shows the results (scores) which were calculated for all classifiers used di-
rectly to predict the classification target (label). As can be seen, there are some datasets
for which all classifiers perform with a high score (close to 1.0) such as iris and ban-
knote that suggest that the problem to be solved in their case is relatively simple. For
cancer and wine datasets, most classifiers also give high scores, but others (e.g. QDA,
RBF, SVM) perform much worse. The most difficult problem to be solved is contained
in the glass dataset for which the best score is lower than 0.7. Other difficult dataset is
titanic for which scores are not greater than 0.8. Comparing different classifiers across
all considered datasets, it can be noticed that the glass-box Decision Tree model gives
comparable results to black-box models. For the most difficult dataset (glass), it gives
the highest precision, keeping recall and accuracy at a competitive level.

3 See: https://archive.ics.uci.edu/ml.
4 See: https://scikit-learn.org/stable/datasets.html.
5 See: https://www.kaggle.com/datasets.
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Fig. 2. Classifiers score comparison.

Figure 3 presents the comparison of the glass-box model results with the black-
box models explanations obtained with XAI methods and executed with the use of
HEARTDROID engine. In this figure, only the best scores for each dataset for each of
the XAI methods are presented to compare the best possible results that can be ob-
tained with a particular XAI method. In the case of using of XAI methods to generate
rules, in Fig. 3 we can observe that the Anchor algorithm gives the best results in most
datasets, but the Lux and Lore algorithms give noticeably worse results. In the case of
the Lore algorithm, we noticed some of the bugs which resulted in scores equal to 0
which were marked on the charts. Only for the iris dataset (probably the easiest one),
the Lux XAI method gives better results than the Anchor algorithm. Comparing the re-
sults from the exampled black-box models with Decision Tree, it can be noticed that for
simple datasets like banknote, iris, or glass, the glass-box model gives better results. For
slightly more difficult but still simple datasets (cancer and wine), slightly better results
are obtained with the Anchor algorithm than the Decision Tree. However, the difference
is not significant. In the case of more complex datasets like Titanic, glass-box model
gives considerably worse results than the black-box model explained with the Anchor
method.
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Fig. 3. XAI methods score comparison to glass-box model.

Fig. 4 shows the variance of the performance obtained with the Anchor algorithm,
as it gives the best results from the considered XAI methods, depending on the clas-
sification model used. We can observe the biggest score variance for cancer and wine
datasets (relatively simple) for which the results strongly depend on the classifier model
explained. The lowest variance is observed for glass and iris datasets, so the most and
the least difficult datasets.
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Fig. 4. XAI methods dependency on classifiers.

The obtained results allow us to compare how the explanations derived from black-
box models combined with XAI algorithms differ from those obtained by interpretable
glass-box models. Executed experiment proves that despite the fact that the black-box
models are more complex and universal than the simple glass-box models, there is no
need to apply them, especially for simple datasets. We found out that Decision Tree
classifier gives competitive results and provides the model in an easily understandable
format. However, in some examples, even in relatively simple datasets, it can be bene-
ficial to apply more complex explanation methods (black-box model linked with XAI
method) than simple glass-box models. Obtained results suggest also that when we need
to consider more complex cases, better results can be obtained using the black-box mod-
els explained with XAI methods with human-readable rules. However, the final results
strongly depend on the selected classifier. Hence, the properly chosen model which is
treated as an input to the XAI method is important and has a significant impact on the
final result.

5 Summary

In this paper, we made a glass-box and black-box classifiers comparison with the ap-
plication in the explainable artificial intelligence area. The main goal of the work was
to investigate if we should use the glass-box models to directly generate explanations
or rather use a complex black-box model linked with XAI methods? We compared
the classification scores for several classification methods and then we used the same
trained models to obtain results with the use of XAI algorithm methods. We conducted
our experiments based on the publicly available datasets. The results suggest that es-
pecially in the case of tabular data, it is worth investing resources into research on
inherently explainable models, instead of relying on a combination of black-box and
XAI algorithms. However, taking into account more complex analyses that concern e.g.
embeddings or latent semantic analysis uses of glass-box models could be insufficient
and then, black-box models with XAI methods could be applied. However, the choice
should be made carefully, with additional evaluation of XAI results to select the most
suitable approach. In future work, we plan to extend this analysis, taking into account
different types of data, including time series and images and combine it with explana-
tion evaluation methods [2] to provide a comprehensive study on XAI and glass-box
models applicability.
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