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Abstract. Stance detection is an important task in opinion mining,
which aims to determine whether the author of a text is in favor of,
against, or neutral towards a specific target. By now, the scarcity of
annotations is one of the remaining problems in stance detection. In
this paper, we propose a Stance-Emotion joint Data Augmentation with
Gradual Prompt-tuning (SEGP) model to address this problem. In or-
der to generate more training samples, we propose an auxiliary sentence
based Stance-Emotion joint Data Augmentation (SEDA) method, formu-
late data augmentation as a conditional masked language modeling task.
We leverage different relations between stance and emotion to construct
auxiliary sentences. SEDA generates augmented samples by predicting
the masked words conditioned on both their context and auxiliary sen-
tences. Furthermore, we propose a Gradual Prompt-tuning method to
make better use of the augmented samples, which is a combination of
prompt-tuning and curriculum learning. Specifically, the model starts
by training on only original samples, then adds augmented samples as
training progresses. Experimental results show that SEGP significantly
outperforms the state-of-the-art approaches.

Keywords: Stance detection · Data augmentation · Curriculum learn-
ing

1 Introduction

The goal of stance detection is to classify a piece of text as either being in
support, opposition, or neutrality towards a given target, the target may not
be directly contained in the text. With the rapid development of social media,
more and more people post online to express their support or opposition towards
various targets. Stance detection is known to have several practical application
areas such as polling, public health surveillance, fake news detection, and so
on. These conditions motivate a large number of studies to focus on inferring

ICCS Camera Ready Version 2022
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-08757-8_48

https://dx.doi.org/10.1007/978-3-031-08757-8_48


2 J.Wang et al.

the stances of users from their posts. Table 1 shows some examples on target
“Wearing a Face Mask”, annotated with the stance labels.

Table 1. Examples of stance detection task.

Text Stance
Wearing a mask is common sense and kind to your fellow human. We
all have to do our part to slow the spread of COVID-19.

Favor

Spend the day outside, get some sun and fresh air. Without a face mask.
Best way to keep up your immune system.

Against

Any skincare suggestions for breakouts because of face masks? Neutral

One of the biggest challenges in stance detection task is the scarcity of anno-
tated samples. Data augmentation is commonly used to address data scarcity,
which aims to generate augmented samples based on limited annotations. Zhang
et al. [37] replace words with WordNet [19] synonyms to get augmented sen-
tences. Wei et al. [33] propose EDA, which is a combination of token-level aug-
mentation approaches. These methods are effective, but the replacement strate-
gies are simple, thus can only generate limited diversified patterns. To enhance
the consistency between augmented samples and labels, Wu et al. [35] propose
CBERT, the segmentation embeddings of BERT [11] are replaced with the an-
notated labels during augmentation. However, these methods fail to take targets
into consideration. To solve this problem, Li et al. [16] propose ASDA, which
uses the conditional masked language modeling (C-MLM) task to generate aug-
mented samples under target and stance conditions.

Although ASDA [16] achieves highly competitive performance, there still
exist two limitations. First, they neglect the emotional information during aug-
mentation. It should be noted that emotion can affect the judgment of stance.
There exists a number of studies that use emotional information to assist stance
detection and achieve good results [6, 14, 20]. Thus, we posit that in addition
to stance and target information, the introduction of emotional information
through auxiliary sentences can further improve the label consistency of aug-
mented samples. Second, they neglect the linguistic adversity problem [17, 31]
during training. This problem is introduced by data augmentation method and
therefore can be seen as a form of noising, where noised data is harder to learn
from than unmodified original data.

In this paper, we propose a Stance-Emotion joint Data Augmentation with
Gradual Prompt-tuning (SEGP) model to address the above limitations. Specif-
ically, we present an auxiliary sentence based Stance-Emotion joint Data Aug-
mentation (SEDA) method that generates target-relevant and stance-emotion-
consistent samples based on C-MLM task. We suppose that there are “Consis-
tency”, “Discrepancy” and “None” relations between stance and emotion. The
auxiliary sentences are constructed on the premise of these relations as well as the
target. With the help of C-MLM task, SEDA augment the dataset by predicting
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the masked words conditioned on both their context and the auxiliary sentences.
Furthermore, to address the linguistic adversity problem in augmented samples,
we propose a Gradual Prompt-tuning method, which combines prompt-tuning
with curriculum learning to train our model. We design a template that contains
target and stance information. After that, we create an artificial curriculum in
the training samples according to the disturbance degree in data augmentation.
Starting by training on original samples, we feed augmented samples with a
higher level of noising into the model as training progresses. The model learns
to explicitly capture stance relations between sentence and target by predicting
masked words. Our main contributions can be summarized as follows:

– We propose a Stance-Emotion joint Data Augmentation (SEDA) method,
which introduces emotional information in the conditional data augmenta-
tion of stance detection.

– We further propose a Gradual Prompt-tuning method to overcome the lin-
guistic adversity problem in augmented samples, which combines prompt-
tuning with curriculum learning.

– Experimental results show that our methods significantly outperform the
state-of-the-art methods.

2 Related Work

2.1 Stance Detection

Stance detection aims to automatically infer the stance of a text towards specific
targets [1, 13], which is related to argument mining, fact-checking, and aspect-
level sentiment analysis. Early stance detection tasks concentrate on online fo-
rums and debates [27,29]. Later, a series of studies on different types of targets
emerge. The targets become political figures [15, 26], controversial topics [7],
and so on. At present, the research tasks are mainly divided into three types,
in-target stance detection [36], cross-target stance detection [3], and zero-shot
stance detection [2]. In this paper, we focus on in-target stance detection, which
means the test target can always be seen in the training stage.

2.2 Data Augmentation

Lexical substitution is a commonly used augmentation strategy, which attempts
to substitute words without changing the meaning of the entire text.

The first commonly used approach is the thesaurus-based substitution, which
means taking a random word from the sentence and replacing it with its synonym
using a thesaurus. Zhang et al. [37] apply this and search synonyms in WordNet
[19] database. Mueller et al. [21] use this idea to generate additional training
samples for their sentence similarity model. This approach is also used by Wei
et al. [33] as one of the four random augmentations in EDA.

The second approach is the word-embedding substitution, which replaces
some words in a sentence with their nearest neighbor words in the embedding
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space. Jiao et al. [10] apply this with GloVe embeddings [23] to improve the
generalization of their model on downstream tasks, while Wang et al. [30] use it
to augment tweets needed to learn a topic model.

The third approach is based on the masked language model, which has to
predict the masked words based on their context. Therefore, the model can
generate variations of a text using the mask predictions. Compared to previous
approaches, the generated text is more grammatically coherent as the model
takes context into account when making predictions. Grag et al. [8] use this idea
to generate adversarial samples for text classification. Wu et al. [35] formulate the
data augmentation as a C-MLM task. Li et al. [16] propose an Auxiliary Sentence
based Data Augmentation (ASDA) method that generates samples based on C-
MLM task. Inspired by ASDA, we investigate how to introduce more information
via auxiliary sentences.

2.3 Curriculum Learning

Curriculum learning is proposed by Bengio et al. [4], which is a training strategy
that imitates the meaningful learning order in human curricula. It posits that
models train better when training samples are organized in a meaningful order.
In the beginning, researchers assume that there exists a range of difficulties in
the training samples [28,34]. They leverage various heuristics to sort samples by
difficulty and train models on progressively harder samples. Korbar et al. [12]
propose instead of discovering a curriculum in existing samples, samples can be
intentionally modified to dictate an artificial range of difficulty. Wei et al. [32]
combine this idea with data augmentation and propose a curriculum learning
strategy, but the performance is still constricted by the gap of objective forms
between pre-training and fine-tuning.

2.4 Prompt-tuning

Pre-trained language models like GPT [5] and BERT [11] capture rich knowledge
from massive corpora. To make better use of the knowledge, prompt-tuning
is proposed. In prompt-tuning, downstream tasks are also formalized as some
objectives of language modeling by leveraging language prompts. The results of
language modeling can correspond to the solutions of downstream tasks. With
specially constructed prompts and tuning objectives [18,24], we can further inject
and stimulate the task-related knowledge in pre-trained models, thus boosting
the performance. To our knowledge, there is currently a lack of research on
applying prompt-tuning to the stance detection task.

3 Method

In this section, we first introduce the variables and definitions that appear in this
paper. Then provide the overall architecture of SEGP and explain it in detail.
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Fig. 1. The overall architecture of SEGP, where α represents the degree of disturbance
in the augmentation stage. Solid arrows indicate Stance-Emotion joint Data Augmen-
tation stage and dashed arrows indicate Gradual Prompt-tuning stage.

3.1 Preliminaries

We first give some essential preliminaries. Suppose a given training dataset
of size n is Dtrain = {X,S, T,E}, where X = {x1, x2, . . . , xn} is the set of
input samples. For each xi ∈ X, it consists of a sequence of l words xi =
[w1

i , w
2
i , . . . , w

l
i]. We define a stance label set S =

{
s1, s2, . . . , s|M |

}
, a target

set T =
{
t1, t2, . . . , t|C|

}
and an emotional label set E =

{
e1, e2, . . . , e|N |

}
,

where the values of |M |, |C| and |N | depend on the dataset settings.

3.2 Overall Architecture

In this paper, we propose a Stance-Emotion joint Data Augmentation with
Gradual Prompt-tuning (SEGP) model, and the overall architecture is shown
in Figure 1. SEGP consists of two stages, as we can see from Figure 1, they are
indicated by solid arrows and dashed arrows respectively. The first stage is to
get more training samples using the SEDA method. The second is the training
stage, which uses the Gradual Prompt-tuning method to overcome the linguistic
adversity problem in augmented samples.

3.3 Stance-Emotion joint Data Augmentation

The objective of a data augmentation method is to generate training samples
based on the existing limited annotations. In this paper, we propose a novel
conditional data augmentation method called SEDA, which is based on C-MLM
task. We leverage stance, emotion, and target information to construct auxil-
iary sentences. SEDA generates target-relevant and stance-emotion-consistent
augmented samples by predicting masked words conditioned on context and
auxiliary sentences.
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Construction of Auxiliary Sentences. Many approaches achieve better re-
sults by taking emotional information as auxiliary information. It should be
noted that stance could be inferred independently from the emotional state, the
emotions contained in a text may be positive but expresses an opposition stance
to a given target. This is due to the complexity of interpreting a stance because it
is not always directly consistent with the emotional polarity. We analyze the dis-
tribution of stance and emotional labels in COVID-19-Stance dataset. As shown
in Figure 2, there is a large gap in the distribution of these two types of labels.
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Fig. 2. Stance and emotion distribution in COVID-19-Stance dataset.

Our research is based on stance label set S = {“Neutral”, “Against”, “Favor”}
and emotional label set E = {“None”, “Negative”, “Positive”}. In order to inte-
grate these two types of information, we define a cross label set C = {S − E},
which is generated by stance label s and emotional label e. For example, given
s=“Favor” and e=“Negative”, we can obtain the cross label c=“Favor-Negative”.
Before constructing auxiliary sentences, we put forward the following relations
between stance and emotion:

– Consistency: When cross label c is in {“Favor-Positive”, “Against-Negative”,
“Neutral-Positive”, “Neutral-Negative”}, we suppose that the stance is con-
sistent with emotion, so emotional information can be directly introduced
into the auxiliary sentence.

– Discrepancy: When cross label c is in {“Favor-Negative”, “Against-Positive”},
we suppose that there is a difference between stance and emotion, so we need
to consider this contradiction when constructing auxiliary sentences.

– None: When the emotional label e=“None”, we suppose that the emotional
information is not helpful. In this case, the auxiliary sentence only needs to
introduce stance information.

Therefore, we leverage the above mentioned relations to construct three kinds
of auxiliary sentences regarding target, stance, and emotion. We also place slots
in the auxiliary sentences, {ai} is used to fill target words, {si} is used to fill
stance label, and {ei} is used to fill emotional label. Experiments show that
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grammar correctness is not important. Table 2 shows how to select the cor-
responding auxiliary sentence according to a cross label. After obtaining the
auxiliary sentence, we prepend both another training sample xj that has the
same target and cross label with xi. The complete input form for each training
sample xi is: Auxiliary sentence+xj+“the text is”:+xi.

Table 2. Correspondence between Relations, Cross Labels, and Auxiliary Sentences.

Relations Cross Labels Auxiliary Sentences

Consistency
Favor-Positive

Against-Negative
Neutral-Positive
Neutral-Negative

The following texts have {si} stance and
{ei} emotion to {ai}.

Discrepancy Favor-Negative
Against-Positive

Although the emotion is {ei}, the following
texts are both {si} to {ai}.

None Favor-None
Neutral-None
Against-None

The following texts have {si} stance to
{ai}.

For example, given the input xi: I don’t need to wear a mask to live a
healthy life. with the stance label s=“Against” and emotional label e=“Positive”.
The corresponding target is “Wearing a face mask”. First, we get its cross label
c=“Against-Positive” and choose the discrepancy auxiliary sentence. Second, we
find another training sample xj : The death rate is falling so fast, we don’t need to
wear masks at all. So the complete input is: Although the emotion is {positive},
the following texts are both {against} to {wearing a face mask}. The death rate
is falling so fast, we don’t need to wear masks at all. The text is: I don’t need
to wear a mask to live a healthy life. The introduction of the auxiliary sentence
and xj not only helps to generate more diversified samples, but also provides a
strong guideline to help generate target-relevant and label-compatible samples.

Data Generation. We fine-tune the pre-trained model via C-MLM task. For a
training sample xi from X, we specify that the model can only randomly mask
words in the input sample xi and the mask radio is α. Because we want to
preserve all of the target, stance, and emotional information. After prepending
the corresponding auxiliary sentence and xj to obtain the masked sentence, a
pre-trained language model like BERT is used to predict the masked words. The
prediction of masked words depends not only on the context of xi, but also on
their target, stance, and emotion.

After fine-tuning the model on the training dataset for a few epochs, we use
the well-trained model for augmentation. Similar to the fine-tuning procedure,
the model randomly masks words of the training sample, then prepend the aux-
iliary sentence and another training sample. The model is used to predict the
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masked words, we repeat these steps over training samples to get augmented
samples.

3.4 Gradual Prompt-tuning

In this paper, we apply the training strategy of curriculum learning to prompt-
tuning. We aim to solve the linguistic adversity problem [17, 31] in augmented
samples as well as make better use of the knowledge contained in pre-trained
language models.

Prompt-tuning. In order to bridge the gap of objective forms between pre-
training and fine-tuning, prompt-tuning is proposed. By tuning a pre-trained
language model with the cloze-style task, prompt-tuning can manipulate the
model behavior to fit various downstream tasks that more fully utilize task-
related knowledge in pre-trained language models. Formally, prompt is consists
of a template P (·) and a set of stance labels S. For stance detection task, a pre-
trained language model uses input sentences and prompt to predict the stance
label for a given target. In order to provide more information, we place two slots
into the template, {ti} is used to fill target words, and [MASK] is for the model
to fill a label word. We set the template P (·)=“The stance to {ti} is [MASK]”,
and map x to the prompt input xprompt=x+“The stance to {ti} is [MASK]”.
After that, xprompt is fed into a pre-trained model.

The model first converts the input xprompt =
{
w1

i , w
2
i , . . . , [MASK], . . . , wl

i

}
to sequence

{
[CLS], w1

i , w
2
i , . . . , [MASK], . . . , wl

i, [SEP ]
}

, then compute the hid-
den vector h[MASK] of [MASK]. Given s ∈ S, the model calculates the prob-
ability for s can fill the masked position, where s is the embedding of s in a
pre-trained language model. The probability is calculated as follows:

p ([MASK] = s | xprompt) =
exp

(
s · h[MASK]

)∑
s∈S exp

(
s · h[MASK]

) (1)

There also exists an injective mapping function φ that bridges the set of classes Y
and the set of label words S, we define φ = Y → S. With the verbalizer φ, we can
formalize the probability distribution over Y with the probability distribution
over S at the masked position. i.e., p(y | x) = p([MASK] = ϕ(y) | xprompt).
We map the supporting stance to “Favor”, the opposing stance to “Against”
and other stances to “Neutral”. According to model fills the masked position of
xprompt with “Favor”, “Against” or “Neutral”, we can get the stance of x. For
prompt-tuning, with a template P(·), a label set S and verbalizer φ, the learning
objective is to maximize 1

|X|
∑

x∈X log p ([MASK] = ϕ (yx) | P (x)).

Curriculum Learning. The data augmentation method might introduce lin-
guistic adversity and can be seen as a form of noising, where noised data is
harder to learn from than unmodified original data. Curriculum learning posits
that the model train better when training samples are organized in a meaningful
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order that gradually shows more concepts and complexity. Therefore, we apply
the training strategy of curriculum learning to prompt-tuning. We define the
mask radio 0.0 ≤ α ≤ 0.15 as disturbance degree for SEDA stage, create an
artificial curriculum in training samples according to the disturbance degree of
the augmented samples. A larger mask ratio α represents a larger variation in
the training samples, thus harder to learn from than unmodified original sam-
ples. During training, we begin with a disturbance degree of α=0.0 (equivalent
to no augmentation), then linearly increase α by 0.05 every time validation loss
plateaus, up to a final of α=0.15.

4 Experiment

In this section, we first present the dataset used for evaluation and several base-
line methods. Then introduce experimental details and analyze the results.

4.1 Dataset and Baseline Methods

We carry out experiments on the stance detection dataset COVID-19-Stance [9],
which is collected by crawling Twitter, using Twitter Streaming API. It contains
the tweets of four targets (i.e., “Stay At Home Orders”, “Wearing a Face Mask”,
“Keeping Schools Closed” and “Anthony S. Fauci, M.D”), and the stance label
of each tweet is either “Favor” or “Against” or “Neutral”.

We compare SEGP with the following baseline methods:

– BiLSTM [25]: Bi-Directional Long Short Term Memory Network takes tweets
as input and is trained to predict the stance towards a target, without ex-
plicitly using the target information.

– CT-BERT [22]: A pre-trained language model that predicts the stance by
appending a linear classification layer to the hidden representation of [CLS]
token, pre-trained on a corpus of messages from Twitter about COVID-19.

– CT-BERT-v2 [22]: It is identical to CT-BERT, but trained on more data,
resulting in higher downstream performance.

– EDA [33]: A simple data augmentation method that consists of four oper-
ations: synonym replacement, random deletion, random swap, and random
insertion.

– ASDA [16]: A data augmentation method that generates target-relevant and
label-consistent data samples based on C-MLM task.

4.2 Experimental Results

SEGP is implemented based on CT-BERT-v2 [22], using a batch size of 8. The
learning rate of Adam optimizer is 1e-5 and the maximum sequence length is
256. Experimental results are shown in Table 3, the best model configuration is
selected according to the highest performance on the development set.

We first compare SEGP with BiLSTM [25], CT-BERT [22] and CT-BERT-
v2 [22]. It can be seen that SEGP is superior to all baselines in accuracy and F1
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score, which demonstrates the validity of our model in stance detection tasks.
Besides, we compare SEGP with different data augmentation methods, i.e., EDA
and ASDA. We can observe that SEGP performs the best, while EDA and
ASDA methods have limited improvement in performance. Furthermore, when
target=“Anthony S. Fauci, M.D.”, the result is even worse than CT-BERT that
only trained on original samples.

SEGP has better performance on all targets, which proves it can not only
generate more diversified samples but also have the ability to overcome the
linguistic adversity problem and better utilize task-related knowledge in pre-
trained language models.

Table 3. Performance of SEGP and different baseline methods for stance detection on
four targets in the COVID-19-Stance dataset. The performance is reported in terms of
accuracy(Acc), precision(P), recall(R), and F1 score(F1). We highlight the best results
in bold.

Model Wearing a Face Mask Stay At Home Orders
Acc P R F1 Acc P R F1

BiLSTM 57.80 56.90 58.00 56.70 73.50 67.90 64.00 64.50
CT-BERT 81.00 81.80 80.30 80.30 84.30 81.60 78.80 80.00

CT-BERT-v2 81.25 80.49 81.99 80.13 86.00 82.56 88.00 84.78
EDA 81.50 79.77 78.61 79.07 85.50 81.96 84.50 83.09

ASDA 82.50 80.96 80.24 80.53 87.00 83.04 85.09 83.99
SEGP 84.50 83.20 83.49 83.34 89.00 86.33 89.37 87.71

Model Anthony S. Fauci, M.D. Keeping Schools Closed
Acc P R F1 Acc P R F1

BiLSTM 63.80 63.90 63.10 63.00 62.70 57.00 54.50 54.80
CT-BERT 81.70 81.60 83.00 81.80 77.20 76.50 76.10 75.50

CT-BERT-v2 80.25 80.16 81.36 80.42 81.00 78.81 79.14 78.85
EDA 80.50 80.82 81.01 80.55 83.00 80.92 81.66 80.98

ASDA 81.00 81.49 81.04 81.06 83.50 81.29 80.95 81.01
SEGP 82.50 82.60 82.57 82.57 86.00 84.04 84.45 84.23

4.3 Analysis of Stance-Emotion joint Data Augmentation

We conduct experiments to prove the following two points: (1) the effectiveness
of introducing emotional information into data augmentation; (2) the effective-
ness of introducing emotional information through different types of auxiliary
sentences.

In order to prove the first point, we compare the results of Stance-Emotion
joint Data Augmentation (SEDA) with ASDA, which does not take emotional
information into account. We present several augmented samples generated by
these two methods in Table 4. It can be observed that the generated words of
SEDA are more consistent with the label information. Furthermore, according
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to the experimental results in Table 5, SEDA outperforms ASDA on all targets,
which further demonstrates the validity of emotional information.

Table 4. Examples generated by ASDA and SEDA. Italicized texts represent generated
words.

Target Wearing a Face Mask
Source In the USA, Walmart will now serve mask-less customers. Hopefully

the same will happen in the UK .
ASDA In the USA, Walmart will today serve mask-less customers. Hopefully

the fight will spread in the UK.
SEDA In the USA, Walmart will now serve mask-less customers. Hopefully

the same will happen sooner to the globe.

In order to prove the second point, we compare the results of using different
auxiliary sentences. The auxiliary sentences are constructed based on the rela-
tions between stance and emotion. “Consistency only” means we only use the
“Consistency” relation between stance and emotion to introduce emotional in-
formation, thus SEDA(Consistency only) only contains the auxiliary sentence: The
following texts have {si} stance and {ei} emotion to {ai}. “Discrepancy only”
means we only use the “Discrepancy” relation, thus SEDA(Discrepancy only) only
contains: Although the emotion is {ei}, the following texts are both {si} to {ai}.
SEDA is what we propose in this paper, which introduces emotional informa-
tion based on “Consistency”, “Discrepancy” and “None” relations. Therefore, as
shown in Table 2, SEDA contains three types of auxiliary sentences. The exper-
imental results in Table 5 show the performance impact of different auxiliary
sentences, we can see that SEDA performs the best, indicating the effectiveness
of the way we introduce emotional information.

Table 5. Performance comparison of introducing emotional information in different
ways. We highlight the best results in bold.

Wearing a Face Mask Stay At Home OrdersModel Acc P R F1 Acc P R F1
ASDA 82.50 80.96 80.24 80.53 87.00 83.04 85.09 83.99

SEDA(Consistency only) 81.50 79.57 80.18 79.83 86.50 83.05 86.40 84.51
SEDA(Discrepancy only) 80.50 78.98 77.74 78.25 86.00 82.33 86.68 84.17

SEDA 83.50 82.50 82.26 82.36 87.50 84.51 86.32 85.36
Anthony S. Fauci, M.D. Keeping Schools ClosedModel Acc P R F1 Acc P R F1

ASDA 81.00 81.49 81.04 81.06 83.50 81.29 80.95 81.01
SEDA(Consistency only) 80.00 79.93 81.17 80.32 83.50 80.89 81.51 81.14
SEDA(Discrepancy only) 80.50 80.31 81.66 80.79 82.00 80.38 81.77 80.85

SEDA 82.00 82.11 82.20 82.09 85.50 83.79 83.09 83.40
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4.4 Analysis of Gradual Prompt-tuning

We further explore the effectiveness of curriculum learning by comparing SEGP
with SEP, which does not use the training strategy of curriculum learning. Cur-
riculum learning requires a series of training samples with different disturbance
degrees. In our method, the disturbance degree is determined by the mask ratio
α in augmentation stage. Therefore, the artificial curriculums in the training
samples are created according to α. Experimental results are shown in Table 6,
which indicates that we can further improve performance by combining prompt-
tuning with curriculum learning.

Table 6. Performance comparison of applying different training strategies. We high-
light the best results in bold.

Model Wearing a Face Mask Stay At Home Orders
Acc P R F1 Acc P R F1

SEP 83.50 82.50 82.26 82.36 87.50 84.51 86.32 85.36
SEGP 84.50 83.20 83.49 83.34 89.00 86.33 89.37 87.71

Model Anthony S. Fauci, M.D. Keeping Schools Closed
Acc P R F1 Acc P R F1

SEP 82.00 82.11 82.20 82.09 85.50 83.79 83.09 83.40
SEGP 82.50 82.60 82.57 82.57 86.00 84.04 84.45 84.23

5 Conclusion

In this paper, we propose SEGP to address the scarcity of annotations problem in
stance detection. SEGP is mainly composed of two stages, i.e., Stance-Emotion
joint Data Augmentation (SEDA) and Gradual Prompt-tuning. With the help of
C-MLM task, SEDA generates target-relevant and label-compatible samples by
predicting the masked word conditioned on both their context and the auxiliary
sentences. Gradual Prompt-tuning can make better use of the augmented sam-
ples as well as the knowledge contained in pre-trained models. The experimental
results show that SEGP obtains superior performance over all baseline methods.
Since our methods are not designed for a certain model, we will investigate how
to extend them to other tasks in the future.
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