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Abstract. Over the recent years, utilization of numerical optimization techniques 

has become ubiquitous in the design of high-frequency systems, including mi-

crowave passive components. The primary reason is that the circuits become in-

creasingly complex to meet ever growing performance demands concerning their 

electrical performance, additional functionalities, as well as miniaturization. 

Nonetheless, as reliable evaluation of microwave device characteristics requires 

full-wave electromagnetic (EM) analysis, optimization procedures tend to be 

computationally expensive, to the extent of being prohibitive when using con-

ventional algorithms. Accelerating EM-driven optimization is therefore a matter 

of practical necessity. This paper proposes a novel approach to reduced-cost gra-

dient-based parameter tuning of passive microwave circuits with numerical de-

rivatives. Our technique is based on restricting the finite-differentiation (FD)-

based sensitivity updates to a small set of principal directions, identified as hav-

ing the most significant effect on the circuit responses over the frequency bands 

of interest. The principal directions are found in the form of an orthonormal basis, 

using an auxiliary optimization process repeated before each iteration of the op-

timization algorithm. Extensive verification experiments conducted using a com-

pact branch-line coupler and a dual-band power divider demonstrate up to fifty 

percent speedup obtained over the reference algorithm (using full FD sensitivity 

updates), as well as a considerable improvement over several accelerated algo-

rithms. The computational savings are obtained with negligible degradation of 

the design quality. 

 

Keywords: Microwave design, simulation-driven optimization, principal direc-

tions, gradient-based search, sparse sensitivity updates. 
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1 Introduction 

Design of modern microwave components is a challenging endeavor. On the one hand, 

performance demands imposed on high-frequency systems become increasingly 

stringent, especially those associated with the emerging application areas (internet of 

things, IoT [1], wearable and implantable devices [2], 5G wireless communications). 

On the other hand, there is a growing trend to make the circuits more versatile (recon-

figurability [3], multi-band operation [4], unconventional phase characteristics [5]). 

Another issue is miniaturization, which has become imperative in many cases due to 

the limitations on the physical space assigned for the passive circuitry [6], [7]. All these 

factors contribute to the increasing complexity of microwave components, which are 

described by many parameters, whereas their accurate evaluation requires costly full-

wave electromagnetic (EM) analysis. As simpler models (e.g., equivalent networks) are 

no longer adequate, EM-driven optimization has become a necessity for parameter tun-

ing. Yet, it is a computationally expensive procedure [8], which may require dozens, 

hundreds (gradient-based optimization over high-dimensional spaces), or even thou-

sands of circuit simulations (global optimization [9], uncertainty quantification [10]). 

The literature offers a large number of techniques for accelerating simulation-driven 

optimization of high-frequency components. In the context of local search, these include 

the employment of adjoint sensitivities [11], mesh deformation for fast sensitivity evalu-

ation [12], feature-based methods [13], as well as cognition-driven design [14]. Surrogate-

based optimization (SBO) is another and rapidly growing class of methods, which may 

involve both physics-based [15], and data-driven (approximation) models [16]. The latter 

(kriging [17], radial basis functions [18], support vector regression, neural networks [19]) 

are popular in global [20] and multi-criterial optimization [21], as well as statistical design 

[22]. Physics-based methods (space mapping [23], response correction techniques [15], 

[24]) are typically used in local search [25]. Unfortunately, SBO is affected by a number 

of issues, e.g., related to availability and setup of low-fidelity representations (physics-

based models), or curse of dimensionality (data-driven models). Therefore, successful 

application examples of surrogate-assisted frameworks, are often limited to components 

described by a few parameters [26], [27]. 

Among the various optimization tasks, it is local parameter tuning that is by far the 

most often undertaken procedure in the case of high-frequency components, including 

microwave devices. The reason is the availability of reasonably good initial designs 

that are found through theoretical analysis or EM-based parametric studies. Local opti-

mization is typically realized using gradient-based methods. Their computational effi-

ciency mainly depends on the cost of estimating the gradients of the system character-

istics. If adjoint sensitivities [11] are not accessible, the gradients are estimated through 

finite differentiation (FD). Acceleration is possible by restricting FD to selected system 

parameters, which may be decided upon based on investigating design relocation [28], 

detecting sensitivity patterns [29], or selective employment of updating formulas [30]. 

The aforementioned methods typically lead to at least forty percent speedup (in some 

cases, up to sixty) over full-FD updating schemes, with usually minor quality degrada-

tion. Yet, the efficacy depends on appropriate setup of the control parameters, which 

may be problem-dependent [28]-[30]. Also, sparse sensitivity updates are still limited 
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to the coordinate system axes. Performing the updates along arbitrary directions seems 

to be potentially more advantageous. 

In this paper, we propose a novel technique for accelerated gradient-based design op-

timization of passive microwave devices. Our methodology restricts the finite-differenti-

ation (FD)-based sensitivity updates to a small set of so-called dominant directions that 

are associated with the most significant variability of the system responses over the fre-

quency bands of interest. The dominant directions form an orthonormal basis updated 

before each iteration of the optimization algorithm, and obtained by solving an auxiliary 

optimization sub-problem. In practice, only a few directions are used for sensitivity up-

dating, which results in considerable computational savings. For the two microwave cir-

cuits used as verification case studies, the cost reduction is as high as fifty percent over 

the reference algorithm involving full-FD updates, without compromising the design 

quality. At the same time, the proposed procedure is faster than several accelerated ver-

sions previously reported in the literature.  

2 Microwave Design Optimization Using EM Models 

Here, we recall the formulation of microwave design optimization task, as well as dis-

cuss the standard trust-region gradient-based algorithm, which is the foundation for the 

accelerated procedure introduced in Section 3, as well as one of the benchmark algo-

rithms considered in Section 4. 

 

2.1 Optimization Task Formulation 

Optimization of microwave circuits often requires handling of several characteristics 

(reflection, transmission, phase, etc.), performance figures (operating frequency/band-

width, power split ratio), as well as constraints. For the sake of simplicity, the design 

task is most often formulated to minimize a scalar objective function, which aggregates 

the goals and constraints in a problem-dependent manner. Here, the parameter tuning 

problem is defined as  

where U is the merit (objective) function quantifying the design quality, x is a vector 

of adjustable parameters, and x* is the optimum design to be found. Some examples of 

design tasks, and the corresponding objective functions can be found in Table 1. 

Therein, the following notation is used for the circuit S-parameters: Skl(x,f), where f is 

the frequency, whereas k and l denote respective circuit ports. 

 

2.2 Gradient-Based Search with Numerical Derivatives 

In this work, we are concerned with local, gradient-based optimization of microwave 

components. As mentioned earlier, the major contributor to the computational cost is 

the evaluation of the circuit response gradients, which, in the absence of faster methods 

(e.g., adjoint sensitivities [17]), is realized through finite differentiation.  

Our reference algorithm is the trust-region (TR) procedure [31]. Therein, the optimum 

design x* is approximated using a sequence of designs x(i), i = 0, 1, …, found by solving 
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In (2), the function UL
(i) is defined just as the original objective function U; however, 

the circuit characteristics Skl(x,f) are approximated using the respective linear expansion 

models  

It should be noted that the solution to sub-problem (2) is found in the interval [x(i) – d(i), 

x(i) + d(i)], the size of which is adjusted using the TR rules [31]. The computational cost 

of (2) is at least n + 1 EM simulations due to evaluation of (4) using finite differentiation. 

If the iteration fails, i.e., if U(x(i+1))  U(x(i)), it is repeated with reduced d(i). As mentioned 

earlier, the above procedure will be a benchmark algorithm in Section 4. It is also a basis 

for the procedure proposed in this work, as elaborated on in Section 3. 

3 Accelerated Optimization by Means of Principal Directions 

This section describes the proposed approach to accelerated parameter tuning of passive 

microwave devices. It is based on the concept of principal directions introduced in Sec-

tion 3.1, and sensitivity updates restricted to a small set thereof, as elaborated on in Sec-

tion 3.2. The complete optimization algorithm is summarized in Section 3.3. 
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3.1 Principal Directions and Their Identification 

The proposed approach is based on restricting the finite-differentiation (FD) updates of 

the system sensitivity matrix to a few principal directions, which are the most influential 

in terms of response variability. This translates into a reduced operating cost of the opti-

mization process. 

In order to find the principal directions, we need to first decide upon the response var-

iability metric Fv. It is defined by considering the frequency range of interest F, deter-

mined according to the design problem at hand. F can be a discrete set of target operating 

frequencies, or a continuous frequency interval, if the circuit characteristics are of interest 

over a specified bandwidth. The variability of the S-parameter Skl is defined as 

   
2

. 1 2 1 2( ), ( ) | ( , ) | | ( , ) |v kl kl kl kl kl

F

F S S S f S f df x x x x                           (5) 

Which, in the case of a discrete set of frequencies fj, j = 1, …, p, becomes 

 
2

. 1 2 1 2

1

( ), ( ) | ( , ) | | ( , ) |
p

v kl kl kl kl j kl j

j

F S S S f S f


   x x x x                          (6) 

This can be generalized for multiple circuit responses Skl, {k,l}  {{k1,l1}, …, {kr,lr}} 

(e.g., k = 1, 2, 3, 4, and l = 1, for a coupler structure), as the average of Fv.kl for all 

characteristics involved 

   1 2 . 1 2

1

1
, ( ), ( )

j j j j j j

r

v v k l k l k l

j

F F S S
r 

 x x x x                                      (7) 

Our goal is to identify an orthonormal basis of vectors {v(j)}j = 1, …, n, ordered in a de-

scending manner with respect to Fv. A small subset thereof will govern the sensitivity 

updates, cf. Section 3.2. Let x(i) be the design found in the ith iteration of the optimization 

process, and let ( )

. ( , )i

L klS fx  be the linear model of Skl at x(i) (cf. (3)). We define  

 (1) ( ) ( )

.
; || || 1

arg max ,i i

L vF


 
v v

v x v x                                             (8) 

where 

   ( ) ( ) ( ) ( ) ( )

. . .

1

1
, ( ), ( )

j j j j j j

r
i i i i i

L v v k l L k l k l

j

F F S S
r 

  x v x x v x                            (9) 

According to (8), v(1) maximizes the variability metric Fv in the vicinity of x(i). The S-

parameters at x(i) + v are estimated using the respective linear models in order to make 

the solution to (8) computationally feasible. 

In order to find the remaining n – 1 directions, v(2), v(3), …, a process similar to (8) 

is executed with additional constraints imposed to ensure orthogonality of the vectors. 

Having v(k), k = 1, …, j, v(j+1) is identified as 

 ( 1) ( ) ( )

.arg max ,j i i

L vF  
v

v x v x                                        (10) 

where v  has the form of  
( )

( )

( )

|| ( ) ||

j

j

P

P


v
v

v
                                                       (11) 

in which 
( ) ( ) ( )

1
( ) ( )

jj k k T

k
P


    v v v v v                                             (12) 

It can be noted that (11) and (12) ensure that v(j+1) has a unity length and it is orthogonal 

ICCS Camera Ready Version 2022
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-08757-8_20

https://dx.doi.org/10.1007/978-3-031-08757-8_20


6 

to v(k), k = 1, …, j. 

 Figure 1 provides a graphical illustration of the aforementioned concepts for a com-

pact branch-line coupler. In the considered case, the majority of response changes occur 

along the first three directions, therefore, restricting the sensitivity updates to this subset 

seems reasonable.  

 

3.2 Restricted Sensitivity Updates 

The procedure for generating the principal directions ensures that FL.v(x(i)+v(1), x(i)) > 

FL.v(x(i)+v(2), x(i)) > … > FL.v(x(i)+v(n), x(i)), with only a few directions responsible for the 

majority of response changes in the vicinity of x(i) (cf. Fig. 1). Consider the variability 

factors Cj determining the (relative) contribution of the first j directions to the overall 

response variation 

The number jupdate of directions utilized for the sensitivity updates can be computed 

based on the user-defined threshold Cth, typically set to 0.9 or higher. We have  

 arg min {1,2,..., }:update j thj j n C C                                       (14) 

Going back to Fig. 1, we would have jupdate = 2 given Cth = 0.95. This means that the 

first two directions v(j) contribute at least 95% of response variability as defined by (13). 

However, Cj are calculated using the linear models (3), which is an approximation. 

Therefore, in practice, it is recommended to introduce a lower bound on jupdate at the 

level of about one third of the parameter space dimensionality, so that (14) is modified 

to jupdate = max{argmin{j  {1, 2, …, n} : Cj  Cth}, n/3}, where  stands for the 

ceiling function. 

Having jupdate, the S-parameter sensitivity is updated using EM simulations results at 

the design perturbed along the selected principal directions v(j), j = 1, …, jupdate. The per-

turbation data is incorporated using the Broyden formula [32], as illustrated in Fig. 2. 
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3.3 Optimization Algorithm 

Figure 3 shows the flow diagram of the proposed optimization procedure with sparse 

sensitivity updates. The core optimization algorithm is the trust-region routine outlined 

in Section 2.2. The only control parameters are the threshold Cth (cf. Section 3.2), and 

the termination threshold  that determines the resolution of the search process (set to 

 = 10–3 in the verification experiments of Section 4).   

The sensitivities of the scattering parameters Skl(x(i)), k, l = 1, …, p, are evaluated 

using FD in the first iteration of the algorithm, so that the principal directions can be 

identified with a sufficient accuracy. In further iterations, the gradients are updated us-

ing the EM-simulated circuit characteristics at the new design x(i+1), and along the se-

lected principal directions. The TR size vector d(i+1) is updated based on the gain ratio 

r. The rules are as follows: if r > 0.75, then d(i+1) = 2d(i); if r < 0.25, then d(i+1) = d(i)/3 if 

r < 0.5.  

4 Demonstration Case Studies and Benchmarking 

This section summarizes numerical verification of the optimization procedure intro-

duced in Section 3. It is based on two microstrip components, and includes evaluation 

of the reliability and computational efficiency of the optimization process, as well as 

comparisons with several benchmark methods characterized in Section 4.2. 

 

4.1 Verification Circuits 

Verification experiments are based on the circuits shown in Fig. 4. These are a dual-

band power divider operating at 2.4 GHz and 3.8 GHz (Circuit I) [33], and a compact 

branch-line coupler (BLC) operating at 1.5 GHz (Circuit II) [34]. The relevant circuit 

details have been gathered in Table 1. The EM simulation models of both circuits are 

implemented in CST Microwave Studio and evaluated using the time-domain solver. 
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4.2 Experimental Setup 

The algorithm of Section 3 has been compared to four benchmark routines briefly char-

acterized in Table 2. Each procedure has been executed ten times starting from a ran-

dom initial design. The results statistics discussed in Section 4.3 account for the average 

performance of the search process.  

 

4.3 Results and Discussion 

Tables 3 and 4 provide the results obtained for Circuits I and II, respectively. The circuit 

frequency characteristics at the initial and optimized designs obtained for the selected 

runs of our algorithm can be found in Figs. 6 and 7. As mentioned earlier, the results 

are in the form of statistics based on ten independent runs of the proposed and bench-

mark algorithms. 

The performance of the presented algorithm in comparison to the benchmark can 

be characterized as follows: 

 The algorithm of Section 3 performs consistently for both circuits in terms of all 

considered factors (computational complexity, reliability, and solution repeatabil-

ity). The quality of optimized designs is comparable to Algorithm I (the refer-

ence); 

 The achieved CPU savings are as high as forty percent for Circuit I and over fifty 

percent for Circuit II. These figures are higher for Algorithms II through IV 

(which are all accelerated procedures). The quality of the optimized designs is 

better than for the benchmark procedures. 

Another important advantage of the proposed technique is the simplicity of its setup. 

Apart from the termination threshold, there is only one control parameter Cth, the mean-

ing of which is intuitive as explained in Section 3.2.  
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Also, as shown in Tables 3 and 4, the algorithm performance is only weakly depend-

ent on the value Cth. On the other hand, the operation of the benchmark techniques 

depends on a larger number of control parameters, the setup of which is more intricate 

(cf. [29], [30], [35]). 

The improvements achieved by the presented method over the benchmark is mainly 

related to the fact that the sensitivity updates are not restricted to the coordinate system 

axes, which was the case for the earlier algorithms.  

5 Conclusions 

This paper proposed a novel technique for accelerated local parameter tuning of micro-

wave components. Our methodology capitalizes on restricting the finite-differentiation-

based sensitivity updates to a selected set of principal directions established as having 

the major influence on the system response variability. Extensive numerical experi-

ments indicate superiority of the proposed technique over several benchmark methods, 

including previously reported expedited optimization frameworks. The future work will 

be focused on achieving further acceleration through the incorporation of variable-res-

olution simulation models.  
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