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Abstract. Student success prediction is one of the many applications
of artificial intelligence (AI) which helps educators identify the students
requiring tailored support. The intelligent algorithms used for this task
consider various factors to make accurate decisions. However, the deci-
sions produced by these models often become ineffective due to lack of
explainability and trust. To fill this gap, this paper employs several ma-
chine learning models on a real-world dataset to predict students’ learn-
ing outcomes from their social media usage. By leveraging the SHapley
Additive exPlanations (SHAP) to investigate the model outcomes, we
conduct a critical analysis of the model outcomes. We found several sen-
sitive features were considered important by these models which can lead
to questions of trust and fairness regarding the use of such features. Our
findings were further evaluated by a real-world user study.

Keywords: Student success prediction · Machine learning Explainabil-
ity · User study.

1 Introduction and Background

The recent developments of AI in education have shown potential to make in-
formed decisions. Student success is one of the important metrics applied to
the performance of education service providers. Moreover, by predicting stu-
dent success, the educators can come up with actionable plans ahead of time.
Eventually, this could contribute to improving the overall student experience.
Machine learning algorithms have been successful in predicting student success.
In general, machine learning algorithms incorporate data from various sources
to model student success at different stages of their academic journey [15, 7, 1,
9, 5].

With the proliferation of AI-based technologies, concerns have been raised
about the incorporation of sensitive predictors in the automated decision-making
process. This may influence making unfair decisions regarding student success. [2,
10]. The lack of explainability of the deployed models is one of the main reasons
for this challenge, which eventually results in trust issues among the system
users. Therefore, the AI systems need to be transparent and the users must
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Fig. 1. An overarching view of the methodology

understand the extent to which they can trust the outcomes of the underlying
machine learning technologies [12].

The need for explainable AI is gaining momentum in many industries [4, 11].
There are many directions of research targeting explainable AI. Some research
is directed towards finding effective ways to explain the model outcomes such as
local, global and counterfactual [16, 13, 3]. However, there is limited research on
their applicability in educational settings. In this paper, we investigate this issue
by formulating a student success prediction problem by utilising data related to
students’ social media usage and their demographics. We also investigate how
such a model evaluates the features to be considered for making predictions. In
particular, the contributions of this paper are as follows:

– Prediction of student success from their social media usage. In addition we
provide a SHAP-based explanation of the prediction outcomes.

– Critical analysis of explainability for AI-based student success prediction.
We also evaluate our findings through a real-world user study.

We discuss our methodological approach in Section 2 which is followed by the
experiments and discussion of results in Sections 3 and 4 respectively. Finally,
the paper concludes in Section 5 leaving some directions for future studies.

2 Methodology

Our approach contains two main segments: i) Student success predictions and
ii) Explaining the predictions. An overview of the methodology is illustrated in
Figure 1.

2.1 Student Success Prediction

For student success prediction, we train a collection of state-of-the-art regression
algorithms to predict the student success (i.e., final exam marks). For training,
we utilise a set of features representing information about students’ social media
usage times, demographic and background. We formalize our student success
prediction problem as follows:

Let,Mfe = {Ms1,Ms2, ...,Msn} be the set of final marks of n students. In the
final dataset, each instance x is described by a d-dimensional vector of attributes
Rd related to the usage time of different social media by students, segregated by
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the purpose of use, students’ demographic information, and a final exam mark.
If f(.) is the success (i.e., final exam mark) prediction function for an unknown
instance with d-features, f(.) predicts M̂(xq) such as f(xq) : R

d → M̂(xq) where

M̂(xq) is the predicted final mark for a query instance xq.

2.2 Explaining the Predictions

In this step, we consider the top-performing regression algorithm based on pro-
duced error, and then investigate the model outputs in terms of global feature-
importance along with the relationship between each attribute and the target
variable (i.e., final exam mark). A detailed description is given the in following
subsections.

3 Experimental Setup

3.1 The Dataset

We utilise a dataset published by [14] which contains information about so-
cial media usage and final marks obtained of 505 students (221 males and 284
females) in a course. The dataset was collected from a large metropolitan Aus-
tralian university, across three teaching session in 2017-2018.The subject, con-
sidered to build this dataset, is compulsory for students enrolled across business,
commerce, law, engineering, science and information technology disciplines.

Fig. 2. Time distributions of LinkedIn, Snapchat, Twitter and different types of Face-
book usage. Note that the breakdown of Facebook usage time was originally derived by
multiplying the total usage time per day (in minutes) with the extent and likelihood
students indicate for different reasons for Facebook usage.
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In particular, the dataset contains the usage times of Facebook, LinkedIn,
Snapchat, and Twitter are logged in this dataset. The Facebook usage times
are further decomposed into several purpose of usage. In addition demographic
and background information including ‘Age’, ‘Gender’, ‘WAM’(weighted average
mark which is similar to grade point average) of the participant students are also
provided. A box-plot illustrating the time distribution of LinkedIn, Snapchat,
Twitter and different types of Facebook usage is given in Figure 2. We can see
some flier points go past the upper whiskers. We also find a few instances of
LinkedIn and Twitter usage times which are scattered in nature.

3.2 Prediction Results

We setup the experiment as per the formulation discussed in Section 2.1. We
employ a pool of regression algorithms implemented in scikit-learn [8] including
Linear, Random Forest, GBM, LGBM, and XGBM. We randomly split 80 % of
the data from training these models and the rest are used for testing. The pre-
diction outcomes are evaluated against two metrics: mean squared error (MSE)
and root mean squared error (RMSE). As shown in Table 1, the performance of
all the regressors is similar, however, the Random Forest produces slightly less
errors than others in the pool.

Table 1. Prediction error by different models

Regression model MSE RMSE

GBM 0.025 0.012

LGBM 0.026 0.013

XGBM 0.026 0.013

Linear 0.025 0.013

Random Forest 0.024 0.011

3.3 Prediction Explanation

To investigate the model outcomes, we employ SHapley Additive exPlanations
(SHAP)1 which is a game theoretic approach to explain the output of any ma-
chine learning model. Figure 3 shows the global feature-importance (i.e., overall
contribution of each feature in the model outcome) in terms of mean SHAP
value. We can see that WAM, which is equivalent to grade point average, has
highest predictive power which is followed by Age, Gender and Snapchat time.

We further investigate the relationships (i.e., positive and negative) between
all the predictors and the target variable. We plot these relationships in Figure 4,
where red and blue dots indicate a higher and lower features values respectively.
We found that a higher value of WAM, age, gender (1-male, 0-female) results

1 https://shap.readthedocs.io/en/latest/index.html
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Fig. 3. Global feature-importance

Fig. 4. Relationship between predictors and the target variable. Note: red and blue
colors indicated high and low feature values respectively

in a higher SHAP value, which influences the prediction outcome positively.
Next, we investigate how students perceive this proposition as previous research
highlighted the sensitiveness of demographics and background related features.

4 Discussion and Analysis

In practice, the consideration of WAM, age, and gender in the modelling of
student success may cause trust issues as these values are meant to be private and
influence making an unfair decision. We further examine the perceived fairness
through a real-world user study as discussed below.
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Fig. 5. Proportion of user perceptions regarding gender, age and past grades.

4.1 Investigating User Perceptions

We investigate user perceptions about the incorporation of various features in
machine learning algorithms to predict student success by adapting a framework
presented in [6]. The framework implements a survey where the participant stu-
dents were given a set of features (predictors) related to demographics, internal
evaluation, psychometric and course content, as highlighted in the recent litera-
ture that are commonly used to predict student success. Then we ask students
whether they perceive a specific feature as fair or not when used to generate
a model outcome. We collected and analyzed 1658 completed responses con-
tributed by university students from Australia, Bangladesh and Saudi Arabia.
We observed that the fairness perception of a specific features differs across co-
horts of participants. Fig. 5, illustrates the proportion of perceived responses for
three selected features out of a large pool.

5 Conclusions and Future Work

This paper investigates the explanation of model outcomes in predicting student
success in terms of final exam score. We found that the Random Forest regressor
was the best performing model in our pool, which considers WAM (previous
grade point average), age, gender, snapchat usage time and time spent on asking
friends for help as the top-5 features that influence the model outcome. The
consideration of sensitive features (age, gender and past results) are an obvious
reason that questions the fairness and trustworthiness of the deployed model as
it is also verified by our user study consisting of 1658 tertiary students from
three different countries.

Future research may consider ways to enhance model outcomes without con-
sidering these sensitive features, enabling trust and fairness in automated deci-
sion making. Future research also may include the use of counterfactuals which
are capable of describing a causal situation (e.g. what values of a subset of fea-
tures make a specific student perform better). Another direction could be to
investigate user perception under various scenarios.
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