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Abstract. We propose a method for dynamic classification of bank
clients by the predictability of their transactional behavior (with respect
to the chosen prediction model, quality metric, and predictability mea-
sure). The method adopts incremental learning to perform client segmen-
tation based on their predictability profiles and can be used by banks not
only for determining predictable (and thus profitable, in a sense) clients
currently but also for analyzing their dynamics during economical peri-
ods of different types. Our experiments show that (1) bank clients can be
effectively divided into predictability classes dynamically, (2) the qual-
ity of prediction and classification models is significantly higher with the
proposed incremental approach than without it, (3) clients have different
transactional behavior in terms of predictability before and during the
COVID-19 pandemics.

Keywords: Predictability · Incremental learning · Transactional data.

1 Introduction

Analyzing client’s (especially transactional) behavior is highly demanded nowa-
days [3,10,23,24,26] and is related to different tasks—from the prediction of
client’s next purchase [24,26] to that of future client’s location [16,23]. These
studies are particularly motivated by the purposes of the company’s marketing
efficiency and risk management. For example, companies are interested in deter-
mining profitable clients [27,28] and understanding the general client’s behavior
with respect e.g. to demographics. This is known as client segmentation [1,4,17]
and aims at increasing company’s profitability. Furthermore, the COVID-19 pan-
demics and the related economical processes have emphasized once again the
necessity to analyze client’s transactional behavior in dynamics [3,10] so that a
company can use the results to withstand future possible crises.

In this paper, we face the task of analyzing bank clients’ transactional be-
havior in a dynamic manner in terms of predictability. This means that we study
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how the behavior can be predicted by a chosen prediction model, quality metric
and predictability measure, see [24]. However, we do not evaluate the predictabil-
ity on the whole client set (as is usually performed) but distinguish and analyze
classes of clients by means of their predictability profiles. One can consider pre-
dictable clients more profitable as they have stable patterns of behavior and thus
a bank can make marketing activities for such clients less risky. The essential
novelty of our study consists in that we adopt an incremental approach that
allows solving the problem of such classification of clients dynamically and can
be used by banks not only for determining predictable clients currently but also
for analyzing their dynamics during economical periods of different types. To
reduce computational time for predictability analysis when the number of bank
clients is large, we also use an incremental classifier to divide clients by their
predictability. One can use the classifier to estimate the client’s predictability
already without the necessity to perform actual prediction by the prediction
model. To summarize, the impact of this study is as follows:

– we propose a new method for dynamic classification of bank clients by the
predictability of their transactional behavior (with respect to the bank’s
chosen prediction model, quality metric, and predictability measure);

– we use the prediction and classification models based on Long Short-Term
Memory (LSTM) network [20] that are adaptive in the sense that they exploit
the incremental learning principle;

– we show in our experimental study of the proposed method that it is effi-
cient in dividing bank clients into predictability profile classes dynamically
and moreover the quality of prediction and classification models is signifi-
cantly higher with the proposed incremental approach than without it (as
e.g. in [24]) for economical periods of different types (in particular, before
and during the COVID-19 pandemics).

The code, public datasets, and experimental results are given on GitHub1.

2 Related work

The task considered in this paper is connected with several scientific topics such
as predictability analysis, classification, clients’ segmentation and incremental
learning. That is why a review covering several related topics is provided below.

Predictability analysis The topic of predictability analysis can be divided
into two sub-topics: the topic of intrinsic [7] predictability analysis, which is
aimed at evaluating the prediction quality using only the data characteristics
regardless of the prediction model, and realized [12] predictability analysis, that
estimates the chosen model’s predictive quality on a certain data.

The existing papers on the topic of predictability estimation can be classified
according to the object of the research: univariate time series, multivariate time
1 https://github.com/AlgoMathITMO/Dynamic-classifier
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series, event sequences and network links. However, there is no single method-
ological approach even inside these groups as different researchers look at the
predictability phenomenon from the positions of different science areas (infor-
mation theory, dynamical systems theory, etc.).

Many works in the field are devoted to measuring the predictability of a uni-
variate time series before the actual forecasting. The first realized predictability
measure is proposed in [12], and it is further used in [18] as a base for a new
measure of similar type. There is a significant group of intrinsic predictability
estimation methods that exploit entropy evaluation: in [2] predictability mea-
sure based on permutation entropy is proposed, in [5] its weighted modification
is presented, in [22] the Shannon entropy is used to estimate the categorical
time series predictability, in [14] several time series features representing its pre-
dictability is analyzed, and, finally, in [13] time series predictability is explored
via its transition graph analysis. As for the event sequences predictability esti-
mation, to the best of our knowledge, there are only three works on this topic.
In [8,11] the intrinsic predictability is estimated, while in [24] the realized one.

Client’s predictability class identification To verify the novelty of the pro-
posed method two papers should be regarded.

The first one is [24], where a method for client’s predictability classification
is proposed. There are several similarities between [24] and our paper: the ex-
periments are conducted on transactional data, the object of the researches is
categorical time series (or event sequences), the method for assessing the client’s
predictability class in the current is a generalization of the method from [24] on
dynamic settings. Nevertheless, our paper considers the problem of estimating
the clients predictability classes from a new perspective. Firstly, in our work the
information about client’s belonging to a predictability class in the sense of a
single financial event is supplemented with the similar information correspond-
ing to several events described by different financial categories. Secondly, our
method uses incremental learning to dynamically estimate arriving data.

The second paper is [25], where a classification method for network links’
predictability is introduced. The idea is that by using link features one can
determine link predictability classes, i.e. [25] is rather close ideologically to [24].

Clients’ segmentation There is also a group of works aimed at clients’ segmen-
tation (an unsupervised task, in opposite to classification considered in our pa-
per) that is usually performed to obtain similar client groups according to some
features [1,4,17]. Applying personalized marketing company for these groups
makes it possible to better satisfy individual needs of clients. The important type
of the clients’ segmentation task is determining valuable clients. For example,
[28] proposes a method for identification of valuable travellers. Also, purchasing
behavior of valuable clients is considered in [27].

Incremental learning In classical scenarios of Machine Learning it is assumed
that all the training data is available at the beginning of training but it is
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not always true. In turn, incremental learning is used when the training data
becomes available gradually. The goal of incremental learning is to adapt the
learning model to new data (and not to forget the existing knowledge) without
entire retraining the model.

The following groups can be distinguished among the neural network ap-
proaches to incremental learning. Regularization-based approaches [15] are usu-
ally based on imposing additional restrictions on changing the weights of the
neural network when training on new data. Approaches based on dynamic archi-
tecture [19] are based on “freezing” the already trained neural network weights
and adding new neurons for training on new data. Finally, learning with replay
[21] involves saving old data in order to use not only new data, but also samples
of old data for future training.

3 The description of the proposed method

Pipeline Suppose there is a set of bank clients {ci}ni=1. Every client is repre-
sented by a set of transactions. Every transaction is given a MCC, or a Mer-
chant Category Code, which is a 4-digit code representing a certain category
of transactions. All MCC are grouped into N categories. Therefore, the spend-
ing of a client ci during a period t can be defined as a vector of dimension N :
Si,t = (m1,t, . . . ,mN,t)i, where mk,t ∈ {0, 1} is the indicator of spending in cat-
egory k. In this way we can define the history of ith client’s transactions as the
sequence of vectors {Si,t}Tt=1, where T is the total number of periods.

Having a set of bank clients {ci}ni=1 presented by event sequences {Si,t}Tt=1,
our task is to divide this set into predictability classes according to values of
a chosen quality metric for a chosen prediction model and a certain category
of transactions (at each time step). In this work, for simplicity we distinguish
two classes of client’s transactional predictability: namely, high (Class A, green
plots in figures) and low (Class B, red plots in figures) predictability classes.
The presence of a client in Class A means that his/her transactional behavior is
predicted with higher quality than the behavior of any client from Class B.

Data
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Predictability
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quality metric

Data
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model

Classification
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Data 2
(incoming
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Fig. 1. The pipeline of the proposed method.
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Fig. 2. The formation of client’s predictability profiles.

We use the pipeline presented in Fig. 1 to perform the above-mentioned task.
At the first stage, the input data is processed. We do some transformations on the
history of transactions and extract vectors that act as an input of the prediction
model. At the second stage, the prediction model is trained on the processed
data and the probability of making a transaction in a particular category is
predicted. Then we calculate the values of the quality metric at the next stage.
Based on these values two classes are determined. Next, we train a classification
model that identifies the classes without making the actual predictions.

The proposed pipeline is constructed in a dynamical manner and serves as
a tool for maintaining arriving transactional data according to the principle of
incremental learning. In this work we use a simple but efficient approach based
on updating the model every time after new data arrival. Our approach can be
classified as learning with replay because updating is performed using not only
the new data, but also a sample of the already used data.

In the first step in Fig. 1, the prediction as well as the classification models
are trained on the data that we have at a certain point in time. The model
trained with the initial data is called a base model below while the dynamic one
is called an incremental model. After training the base model, it is saved. At the
second step, the saved model is loaded and updated using the new data that has
arrived. The test and training samples are shifted by some interval every step.

Predictability profile analysis For a set of clients {ci}ni=1, we further define a
set of M categories s1, . . . , sM , in terms of which we want to analyze the clients’
behavior. Having the history of the ith client’s transactions {Si,t}Tt=1, we are
able to obtain the labels of predictability classes (p1, . . . , pM )t, pm ∈ {0, 1} for
this client according to chosen categories using the predictability classifier.

We call the vector of predictability class labels (p1, . . . , pM )t, where pm ∈
{0, 1}, a predictability profile. In fact, the vector can be interpreted as a pre-
dictability cluster label G(i, t) for ith client in time period t, see Fig. 2. These
clusters, their population and clients’ transitions from one cluster to another
characterize the clients’ preferences along the time in a quite explainable way.

4 Experimental study

Now we aim to show the efficiency of the proposed method. It is important to
check that the quality of prediction and classification models is higher within
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the method than for non-updated models (as in [24]). We use transactional data
for economical periods of different nature for this purpose.

Data description and processing For our experimental study we use two
datasets: the first one (called D1 below) is public and provides the reproducibility
of our results, while the second one (called D2 below) cannot be made public
as provided by our commercial partner. Recall that the code, the public dataset
D1 and the results for both D1 and D2 are available on GitHub, see Section 1.

The dataset D1 is from the Kaggle competition by the Raiffeisen bank (was
publicly available at the time of competition). It represents the transaction his-
tory of 10,000 bank clients from January to December 2017. The data contains in-
formation for one year about the country, city, transaction address, date, amount
of money spent and other values. MCC codes are categorized into N = 87 cate-
gories (in order to reduce the number of categories in the data).

The other dataset D2 contains client transactions for the period of one year
from October 2019 till September 2020. Thus it contains the data of the first
period caused by COVID-19 restrictions which were proclaimed between the
30th of March and the 11th of May 2020 in Russia. There are 11,166,746 records
about 7,287 clients. The structure of D2 is the same as for D1.

Data preprocessing is identical for both datasets. First of all, corrupted or
missing values are removed. Then the data are aggregated into categories by
MCC codes and resampled to the weekly frequency with sum of transaction
numbers for each client per week. Zero value is set if a client has no transaction
during a certain week. After that the clients with less than one transaction in
the period are excluded from the set. Thus we obtain a table with the columns
of client’s identifier, week number and amount of transaction in each category.

Prediction and classification models and their quality metrics The first
model in the proposed pipeline (Fig. 1) is the prediction model which is aimed
at the predicting the fact of transaction at a certain category. In this paper
LSTM network [9] is used as the prediction model because of its advantage in
remembering time dependencies [6,23,24]. Our predictive model consists of two
layers of 64 LSTM-cells and one dense layer for output with the dimension of the
number of categories. It takes the data according to the length of the training
period and the number of categories in batches of 64 and returns the predicted
probabilities of transaction for every client in each category in a certain period.

For this task, we form the following input vectors from the processed data:
Ai,t = (b1,t, . . . , bN,t), where bk,t is the number of transactions made by a client
ci during a period t (t ∈ {1, . . . , T}). Here we choose the time step for t equal to
one week. In this terms, the input for the prediction model can be formulated as
{Ai,t}T̃t=1, where T̃ is a chosen length of the input sequence. The desired output
for the prediction model is the indicator of the transaction made by a client ci
in category k at the next time step (T̃ +1): Qi

k,T̃+1
. The LSTM network used as

a prediction model outputs the estimated probability of this event Q̂i

k,T̃+1
. For
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Fig. 3. Intervals for the chosen prediction and classification models.

our purposes, the category called Restaurants is selected as a target category in
our experiments. This category represents visits to catering places (restaurants,
cafes, fast food places, coffee houses, etc.)

Then the data is split into train and test periods according to the chosen
threshold corresponding to a certain week. The data splitting scheme is presented
in Fig. 3. Note that the prediction model allows to update its weights dynamically
on data streams. With the new data arrival, the train and test periods are shifted
to the number of weeks presented in the new data and the LSTM’s weights are
updated using the remaining old data and the new data. To estimate the quality
of the proposed prediction model we use the Precision-Recall curves.

In our experiments we use a Bidirectional LSTM network [20] as a classifica-
tion model. The input of used BiLSTM network is a set of categorical sequences
consisting of the event indicators corresponding to a client ci with the step of
one week: Di = (d1, . . . , dK)i, where dl is the number of transactions in a cho-
sen category, K is a chosen window length. The network consists of two layers:
bidirectional LSTM of 20 cells and one output dense with two output cells for
two predictability classes. The network outputs the predictability class p for each
sequence from the input. The train period for the classification model coincides
with the test period for the prediction model, and the test period for the clas-
sification model is the next K months. The details of the data splitting can be
found in Fig. 3. The classification model also has the ability of dynamical learn-
ing on data streams, whose mechanism is the same as the prediction model has.
To evaluate the quality of the classification model we use the ROC-AUC curves.

Predictability measure We use the sample predictability rate of an event in
the next period from [24] as the predictability measure:

C(L,Q,m, i, k) = 1− 1

L

∑L

j=1
|Qi

k,j − Q̂i
k,j | ∈ [0, 1], (1)
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where L is the test period size, Qi
k,j is the actual event indicator, Q̂i

k,j is the
predicted probability of the event, m is a forecasting model, i corresponds to the
ith client in a set {ci}ni=1, k is an index of a chosen transaction category.

We compute the values of (1) for every client in the set {ci}ni=1 to distinguish
clients by predictability, thus, forming the set {C(L,Q,m, i, k)}ni=1. Namely,
those clients for whom the values of C belong to [0,median({C(L,Q,m, i, k)}ni=1)]
are in the class with low predictability (Class B), and vice versa (Class A).

Using the chosen prediction model, we perform the prediction of a trans-
action in the Restaurants category. Then, using the chosen quality metric we
divide all bank clients into the predictability classes. Finally, using the trained
classification model, we solve the problem of identifying the client’s predictabil-
ity class skipping the stage of using the prediction model. In the Fig. 4 (a)-(b)
one can see Precision-Recall curves for predictability classes after the first step of
training: classes obtained after the prediction model and classes obtained after
the classification. In the case of the classification model’s perfect quality, the left
and right figures will be the same. But we can see that the current predictability
classes obtained by the classification model have more similar quality between
each other than in the case of the division by the prediction model. But still the
division by the classification model saves the classes quality hierarchy.

Dynamic classifier analysis The length of our first dataset allows us to sim-
ulate the appearance of the new data and to train the model in nine steps. At
every step the test and training samples are shifted by 2 weeks. Using this data,
we can update the model’s weights and the predictability classes labels.

Since the proposed method assumes constant updating, we have the oppor-
tunity to evaluate the forecasting accuracy within several steps. Fig. 5 (a) shows
the median of coefficient (1) dynamics of prediction model. When the base model
is applied to new data, the prediction error stays approximately the same. On
the contrary, with dynamic relearning, the error reduces sharply, then changes
insignificantly. This shows that the dynamic classifier can distinguish the changes
of arriving data distribution better than the model trained once.

In Fig. 4 (c)-(d) Precision-Recall curves for different predictability classes
after the ninth step of training are presented: classes obtained after predic-
tion model and classes obtained after classification. Comparing this figure with
Fig. 4 (a)-(b), one can note that the quality of the prediction model (the left fig-
ures) has increased (from 0.73 to 0.77 in terms of Precision-Recall AUC). After
the ninth training step the division into the predictability classes obtained by
the prediction model is more contrast than it was earlier: two classes are further
from each other. As for the classification model, it catches the division better
after the whole training process as seen from the plots.

Fig. 5 (c) shows the comparison of the base and incremental models. While
the accuracy of the base model decreases, incremental training allows to achieve
a higher level of accuracy by constant updating.

We now apply our method to the dataset D2 that contains data for the period
of COVID-19 restrictions. The quality scores for incremental learning and base
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(a) (b)

(c) (d)

Fig. 4. Precision-recall curves for predictability classes on D1: (a) true classes (by the
prediction model) after the first training, (b) the classes obtained by the classifier after
the first training, (c) true classes (by the prediction model) after the ninth training,
(d) the classes obtained by the classifier after the ninth training.

model are calculated according to (1). Their median values for each step are
shown in Fig. 5 (b). One can notice that decreasing prediction quality happens
after a time delay of three of four weeks after a critical transition has occurred.
It was the last week of March 2020 when the restrictions were proclaimed, while
the predictive quality fell by the end of April. But nevertheless, the incremental
training model not only provides higher quality for each step of the process,
but it can recover faster when the crisis is over. Furthermore, it is shown in
Fig. 5 (d) how our models manage to overcome the difficulties caused by data
volatility during Christmas holidays and COVID-19 restrictions.

Client predictability profile analysis In order to have the most versatile
evaluation of client’s predictability in our study we choose five transaction cat-
egories in different spheres of interest: restaurants and cafes, food stores, hair-
dressers and beauty salons, cosmetic stores, medical care. Fig. 6 shows an ex-
ample of a predictability profile for one bank client. The first column of the
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(a) (b)

(c) (d)

Fig. 5. The median C values for the prediction models: (a) D1, (b) D2; the ROC AUC
values for the classification models: (c) D1, (d) D2.

predictability profile indicates the step of model training, while the other five
columns represent the five chosen transaction categories. The values inside these
five columns are binary; they indicate the predictability class at which a client
belongs to (at a certain step of model training and a certain transaction cate-
gory). For example, at the first step of training the model (Fig. 6) we can say
that for two categories out of five, we can define the client’s behaviour as “pre-
dictable”. Over time, the predictability profile changes and by tracking it we can
analyze client’s behavior.

Let us say that the five client predictability classes together represent a binary
number. When this number is converted to a decimal number system for each
of the clients, we get 32 segments, or predictability clusters from 0 which means
“00000” to 31 which means “11111”. Then we can trace the changes in clients’
behavior and their transit from one cluster to the other from step to step during
the incremental learning process.

So, we can analyze the dynamic of group clients’ behavior along the time and
see how its predictability changes from step to step of our incremental process.
In Fig. 7 we can see what was happening with predictability clusters in D1 with
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step
number # 1 # 2

step 1 1 0

step 2 1 0

step 3 1 1

# 3 # 4 # 5

1 0 0

1 0 0

1 1 0

step 9 1 1 1 1 0

...

Fig. 6. An example of a dynamic predictability profile for a client.

Fig. 7. Clients’ transitions between predictability clusters for the D1 dataset.

more or less stationary data. The x-axis represents the number of cluster and the
y-axis shows the course of time in terms of the model training step. The value
inside the cells indicate the number of clients belonging to a cluster at a certain
time step. Moreover, the cell colour highlights the most represented clusters.
Analyzing Fig. 7, we can conclude that all clients are concentrated in clusters 0
(“00000”), 4 (“00100”), 5 (“00101”), 7 (“00111”), 23 (“10111”), 31 (“11111”). The
most populated is the cluster where clients have good predictability, because it
includes those who use their cards very rarely. Obviously, lack of transactions
for a long time causes good predictions of no transaction in future.

The experiment with D2 set shows a bit different distribution of clients in
predictability profiles. Most of them perform good predictability in every trade
category so they belong to cluster 31. Many clusters are empty. Nonetheless,
transitions between clusters happen on each step and the population of clusters
never stays unaltered, as is seen in Fig. 8.

How the number of transitions from one cluster to the other changes in
unstable situation we can see in Fig. 9 (b). It is on the increase when the critical
period begins, then it falls down and recovers on the lower level after this period
is finished. During the stationary period this amount keeps on a more or less
sustainable level as Fig. 9 (a) illustrates. The analysis conducted in this section
can be used as a tool for client profiling.
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Fig. 8. Clients’ transitions between predictability clusters for the D2 dataset.

5 Conclusions

We have proposed a method for dynamic classification of bank clients by the
predictability of their transactional behavior under a certain choice of the pre-
diction model, quality metric, and predictability measure. For the prediction and
classification models, we used the LSTM network and its modification. Using the
principle of incremental learning, we made the models dynamically updating on
arriving data. After that, we conducted an experimental study of the method
that showed the method’s efficiency in dividing bank clients into predictabil-
ity classes dynamically as the method’s quality had been increased due to the
model’s updating on arriving data (ROC-AUC values 0.74 at the beginning of
the learning process to 0.78 after the ninth step). Moreover, the proposed dy-
namic method has better classification quality than the non-adaptive models
in the period of changes in the data distribution (for instance, caused by the
lockdown due to the COVID-19 pandemic), since the ROC-AUC of the dynamic
classifier is always higher than that of the non-adaptive model (Fig. 5). Finally,
we formed a bank client’s dynamic predictability profile showing the client’s pre-
dictability in several categories. With the help of the profiles, we have got a tool
that can be useful for dynamic analysis of clients’ behavior in different spheres
of interest. This tool allowed us to demonstrate noticeable changes in the client’s
transactional behavior during social and economic instability (Fig. 8).
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(a) (b)

Fig. 9. Normalized number of transitions between classes: (a) D1, (b) D2.
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