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Abstract. Self-supervised methods gain popularity by achieving results
on par with supervised methods using fewer labels. However, their ex-
plaining techniques ignore the general semantic concepts present in the
picture, limiting to local features at a pixel level. An exception is the
visual probing framework that analyzes the vision concepts of an image
using probing tasks. However, it does not explain if analyzed concepts
are critical for target task performance. This work fills this gap by intro-
ducing amnesic visual probing that removes information about particular
visual concepts from image representations and measures how it affects
the target task accuracy. Moreover, it applies Marr’s computational the-
ory of vision to examine the biases in visual representations. As a result
of experiments and user studies conducted for multiple self-supervised
methods, we conclude, among others, that removing information about
3D forms from the representation decrease classification accuracy much
more significantly than removing textures.
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1 Introduction

Visual representations are critical in many computer vision and machine learning
applications. The spectrum of these applications is broad, starting with visual
search [21] to image classification [16] and visual question answering [3]. How-
ever, supervised representation learning requires a large amount of labeled data,
usually time-consuming and expensive. Hence, self-supervised methods gain pop-
ularity, achieving results on par with supervised methods using fewer labels [6,
8, 13].

Along with the increasing proliferation of self-supervised methods for repre-
sentation learning, there is a growing interest in developing methods that allow
the interpretation of the resulting representation space and draw conclusions re-
garding the information it conveys. However, most of them focus on supervised
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Fig. 1: Amnesic visual probing removes a specific visual concept (here corre-
sponding to fur) from the self-supervised representation of an image (here corre-
sponding to a wolf). As a result, the probing classifier cannot detect the presence
of fur in the representation, and the target task accuracy decreases. The level of
decrease represents the importance of the considered concept.

approaches and study local features at a pixel level [2, 20]. At the same time, the
general semantic concepts present in the image are often overlooked, and their
influence on model decisions is unknown. From this perspective, an exception is
visual probing [4] that analyzes the vision concepts of an image using probing
tasks. The probing tasks provide information about the presence of visual con-
cepts in the representations but do not explain if they are critical for target task
performance.

In this work, we overcome this limitation, providing a method that investi-
gates the importance of visual features in the context of target task performance,
referring to the amnesic probing [10] used in natural language processing (NLP).
We remove information about particular visual concepts from image representa-
tions using the Iterative Nullspace Projection [19] and measure how it affects the
target task accuracy. In addition, we conduct user studies to describe the visual
concepts using Marr’s computational theory of vision [17]. As a consequence, we
can examine the biases in image representations.

Our contributions can be summarized as follows:
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– We propose amnesic visual probing, a method for analyzing which visual
features impact the performance of a target task.

– We apply Marr’s computational theory of vision to examine the biases in
visual representations.

– We conduct a complete user study and assign automatically generated visual
concepts to one of six visual features from Marr’s computational theory of
vision.

2 Related Works

Our work corresponds to two research areas: self-supervised learning and probing
tasks. We briefly cover the latest achievements in these two topics in the following
paragraphs.

Self-supervised image representations Image representations obtained in a self-
supervised manner are increasingly popular due to the competitive performance
compared to supervised approaches. It is because they leverage the power of
datasets without label annotations. One of the methods, called MoCo v1 [14],
is based on a dictionary treated as a queue of data samples. It contains two
encoders for query and keys, which are matched by contrastive loss. This queue
enables to use of a large dictionary of examples previously limited to the batch
size. SimCLR v2 [8] is another powerful method, which builds upon its pre-
decessor, SimCLR [7] that maximizes the agreement between two views of the
same sample by contrastive loss. In [8], the authors use a deeper and thinner
backbone (ResNet-152 3x), deepen the projection head, which is not removed
after contrastive training, and adapt memory mechanism from MoCo to increase
the pool of negative examples. SwAV [6] takes advantage of contrastive methods.
However, it compares clusters of data instead of single examples. The consistency
between clusters, which can be seen as views of the same data sample, is enforced
by learning to predict one view from another. In contrast to the above methods,
BYOL [13] does not use the explicitly defined contrastive loss function, so it
does not need negative samples. Instead, it uses two neural networks, referred
to as online and target networks, that interact and learn the representation of
the same image from each other.

Probing tasks The probing tasks originally come from Natural Language Pro-
cessing (NLP). Their objective is to discover the characteristics interpretable by
humans, which are encoded in the representation obtained by neural networks [5].
Probing is usually a simple classifier applied to trained representations like word
embeddings. The probing classifier predicts whether the linguistic phenomenon
that we want to verify exists or not. The probing classifiers in the NLP research
community are popular tools for inspecting the internals of representations. How-
ever, some recent work extends the usability of probing tasks by introducing the
concept of amnesic probing [10] to measure the influence of the phenomenons on
the target task performance.
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