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Abstract. With advances of artificial intelligence (AI), there is a grow-
ing need for provisioning of transparency and accountability to Al sys-
tems. These properties can be achieved with eXplainable AI (XAI) meth-
ods, extensively developed over the last few years with relation for ma-
chine learning (ML) models. However, the practical usage of XAI is lim-
ited nowadays in most of the cases to the feature engineering phase of
the data mining (DM) process. We argue that explainability as a prop-
erty of a system should be used along with other quality metrics such as
accuracy, precision, recall in order to deliver better Al models. In this
paper we present a method that allows for weighted ML model stacking
and demonstrates its practical use in an illustrative example.

Keywords: explainability - machine learning - optimization.

1 Introduction

Recent advancements in black-box machine learning models such as deep neu-
ral networks and their applications to sensitive areas such as medical and law
applications, or industry 4.0 provoked a discussion on the accountability and
transparency of Al systems [3]. Although the concept of explanation of decisions
of AT systems has long tradition that dates back to times of knowledge-based Al
systems [16], it has been extensively developed over the last decade to facilitate
new algorithms.

A large portfolio of XAI algorithms is now available for data scientists and
system engineers, which includes model-agnostic methods such as Lime [12],
Shap [10], Anchor [13], and model specific solutions like GradCAM or DeepLift
for neural networks [17]. However, the methodology of incorporating them into
the classic data mining and machine learning pipeline is not clearly stated. In
this paper we argue that the explainability (or intelligibility) is a property of a
system as a whole and should be considered as an important factor in designing
and evaluating such a system. This requires the explanation to be quantified
with respect to some criterion.
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In this paper we show how the quality of explanation and the quality of
machine learning model can be fused in order to produce a model that combines
property of both, resulting in a model of good quality with explanations of
good quality. In order to measure the quality of explanations we used InXAI
framework? we developed, that provides objective metrics such as consistency,
stability and perturbational accuracy loss [18]. We show how to combine these
measures along with standard metrics for ML model performance (i.e. accuracy,
F1, precision, recall, etc.) within a Bayesian optimization framework based on
the SMAC toolkit [7] that stacks multiple ML models into one meta-model. We
demonstrate the feasibility of our solution in an illustrative example.

The rest of the paper is organized as follows. In Section 2 we discuss the
role of XAI methods in standard ML/DM pipeline and its potential usage as a
criteria for model selection. Formal definition of our approach for explanation-
driven model stacking is given in Section 3. In Section 4 we demonstrate the
usage of our approach on illustrative, reproducible example. Finally in Section 5
we summarize the original contribution and indicate future works.

2 Role of XAI in the machine learning pipeline

Explainable AI aims at bringing transparency to the decision making process of
automated systems. Along with the development of deep neural networks and
other black-box machine learning methods, it has been extensively developed
over the last decade. Both the recent GDPR EU regulation [6] and the DARPA-
BAA-16-53 program on XAI [4] catalysed the progress in this field.

Although the general concept of explainable decision making is clear, the
underlying methods and specific goals differ depending on who is the addressee
of the explanation. Similarly, the location of the explanation mechanism in the
pipeline of developing Al systems will be different depending on the end-user. In
GDPR and DARPA documents the role of the end-user is emphasised, as the final
recipient of the explanation. In such a case the explainability will be considered
more of the property of an Al system as a whole and can be defined as a capability
of the system to be understood. In the history of AI systems such a property
was most often called intelligibility [9]. It was provided by building systems
with frameworks that supported that feature inherently [5,1, 15]. Nowadays it
is addressed also by dedicated methods such as conversational recommender
systems [8]. However, such approaches are crafted for the purpose of the specific
problem and do not generalize well to other cases.

Most recent advancements in XAl focus mostly on generating explanation in
a way that is mostly used by data scientists and domain experts to validate the
correctness of the decision model (e.g. bias analysis), or to enable the adoption of
the decision support systems in sensitive areas by building trust via explanations
(e.g. medical diagnosis decision support systems). In both of the cases evaluation
is done manually either via user-experience studies or by observational studies.

3 See: https://github.com/sbobek/inxai.

ICCS Camera Ready Version 2021
To cite this paper please use the final published version:
DOI] 10.1007/978-3-030-77980-1_28 |



https://dx.doi.org/10.1007/978-3-030-77980-1_28

Explanation-driven model stacking 3

This is why it is difficult to incorporate the XAI methods within machine learning
and data mining pipelines, which is a highly automated process.

To address these challenges, several approaches for automated evaluation of
XAI methods were proposed. There were attempts to provide methodological
approach for evaluation and verification of explanation results [11,18]. Among
many qualitative approaches there are also ones that allow for quantitative eval-
uation. In [14] measures such as fidelity, consistency and stability were coined,
that can be used for a numerical comparison of methods. In [19] the aforemen-
tioned measures were used to improve overall explanations. In [2] a measure
that allows us to capture stability or robustness of explanations was introduced.
However, all of the solution provide only human-based evaluation procedure that
does not produce objectively comparative results among different explanaibility
methods. This limits their usage to use cases where expert-based analysis is the
only one desired, discarding the possibility of including them in an automated
pipeline and using their results as optimization parameters.

Our InXAI framework implements several metrics from aforementioned works,
and allows include them in classic machine learning pipeline that is consistent
with scikit-learn API*. This opens a possibility to use XAI metrics as any other
machine learning model performance indicators and use them as model-selection
attributes. In the next section we demonstrate how to use it along with Bayesian
optimization framework to stack several machine learning models that finally
yields high accuracy and good explainability properties.

3 Optimization of the explanation-driven meta model

Model selection is an important stage in building any Al system. Usually it is
governed by the mechanisms that are based on comparison of standard metrics
for machine learning models such as accuracy for classification or R2 score for
regression. In this section we demonstrate how additional metrics associated with
explainability can be combined with standard measures in order to facilitate
model selection, but also with the model stacking mechanism.

Let us consider an example of a simple binary classifier. One can train several
classifiers. These models will vary in terms of performance metrics, such as Ac-
curacy, Logarithmic Loss, F1 Score to name a few. Depending on a specific data
mining problem, it may also be important to take into account explainability.

Instead of choosing only one of the models, several ”component /unit” models
can be combined altogether to obtain a meta-model, so that specific performance
metric remains at a decent level. At the same time, one may want to optimize
XAT metrics, such as Stability, Perturbational Accuracy Loss or Consistency of
the meta-model, emphasizing a specific aspect of explainability. The simplest
way to obtain a meta-model for binary classifiers will be a weighted sum of &
component models. Training of unit models is done independently. Suppose that
the model predicts class 0 or 1. Each of those models predicts the probability of

% See https://https://scikit-learn.org.
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an instance (Y belonging to a given class Q denoted as Py (Q|z("). Prediction
P, of meta-model can therefore be defined as a weighted sum of predictions
probability of its components and is given by Eq. (1).

_ Zk Pk(Q|x(i))wk
>k Wk

Zwk>0;wk20
k

Pmm(Q‘x(i)) (1)

On such a meta-model, result of the classification for observation z(*) is straight-
forward and can be defined as argmax P,,,,,,(Q|z(").
Q

Where wy, is a weight associated with the model k£ and reflects the importance
of that model in calculating global prediction. Such weight can be calculated
as shares in the quality metric of a particular model (e.g. accuracy). In the
following sections we show how wy can be determined with the usage of XAI
quality metrics and SMAC optimization framework.

3.1 Metrics of explainability

Meta model defined in Eq. (1) can be considered as a black-box mechanism,
and easily used along with any ML quality metrics and XAI quality metrics.
In the following section we briefly discuss selected XAI metrics that are used
in our solution to measure the overall model performance in terms of quality of
explanations.

Stability. It expresses to what extent are the explanations for similar observa-
tions similar to each other. This metric is specific for a single model. It is based
on Local Lipschitz Continuity metric [2].

AUC Perturbational Accuracy Loss. This metric describes how accuracy metric
changes along with increasing disruptions in predictor values. Like stability, this
metric is defined for a single model. Perturbations are expressed as a percentage
of random changes made to the data set. The smaller the weight of a variable
given by a local explainer model, the larger perturbations are applied. The sig-
nificance of the feature can be determined by permutation importance method
(e.g. Permutation Importance from ELI5 package®).

Meta-model inner consistency. Consistency answers the question of how similar
are the explanations of two or more different ML models that were trained on the
same data set. It is a measure obtained on set o explanations {@°m1 ..., @mx }
generated for k models and is defined by Eq. (2).

1
C(@™m, ™2 .., @Mk = 2
( ) 9 1) ) max ||d§ma_@mb||2+1 ( )
a,bel,2,...k

% See: https://eli5.readthedocs.io/en/latest /blackbox
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The measure is applicable when one compares two or more (with the InXAI
framework extension) different models. However, for the sake of clarity we limit
the discussion to a single meta-model. Thus, we propose the Inner meta-model
consistency measure given by Eq. (3). Note that &™* is an explanation generated
with any explainer (eg. SHAP, LIME) for model k and is a matrix of ¢ rows and
n columns reflecting number of observations and number of features in a dataset
respectively. Therefore the consistency of a meta-model C,,,, is a vector of i
elements.

w1 mi w2 me w1 M
kak¢ 721@“)1@@ ,.”’kakds > ®)
For a meta-model constructed as a weighted sum of unit models, performance
metrics will have lower bound equal to the metric of the weakest component
model in the regard of the given metric. Therefore, by optimizing the weights
of the meta-model components in terms of the selected XAl metric, one can be
sure that the performance metrics for the resulting model will not fall below the
expected level. The level is determined on the basis of the initial selection of the
component models. This can be demonstrated on the example of the area under
the ROC curve metric. Consider the first model my, which predicts the class on
the basis of a random throw of an unbiased die (P(0) = 0 or P(0) = 1 with
equal probability). For balanced classes, the area under the ROC curve for my
will be equal to 0.5. Let’s assume that the second model msy will have an area
under the ROC curve greater than 0.5. Let m; be included in the meta-model
with weight w;, and ms has a corresponding weight ws. Then the area under
the ROC curve of the meta-model will be greater than 0.5, as long as wy > 0.

Cmm = C(

3.2 Selection of weights of unit models in meta-model

To combine XAI metrics, the formula for Loss function L.,,, for meta-model,
allowing to put more emphasis on a given metric, depending on the course of
the experiment, was developed. To control the extent to which a given XAI met-
ric is important for optimisation, importance meta-parameters were introduced.
For AUC Perturbational Accuracy Loss of meta-model (AUCZ,), the Yauc
parameter was used. For stability (Sy,m) vs and for consistency (Cynpm) e were
used, respectively. The idea behind those parameters is to put more emphasis
on the given metric by taking a given metric to the power of the parameter > 1.
Stability and consistency are vectors, thus mean value across all observations
were used. For details see Eq. (4).

AUCx 744
A @

me =

- EN S?rnn i - ZN C'nwn [
Where Sy = =5 and Ciy = =5~ are defined as average sta-
bility and consistency on the dataset for selected models.
The next section provides an evaluation scenario of the framework using an
illustrative example.
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4 Evaluation on a case study

In this section we demonstrate how the formal representation of framework given
in Section 3 can be operationalized and enclosed into a working module. For
the sake of clarity we demonstrate the solution on a synthetic, reproducible
example.f

4.1 Synthetic dataset and ML models

For the purpose of a demonstration, a synthetic example was used. Dataset with
two interleaving half circles was generated with the sklearn library. It contains
200 observations and is visualised on Fig. 1. There are two predictor variables.
The test set consisted of 33% of the observations. Models trained on the dataset
are summarized in Tab. 1.
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Fig. 1. Dataset with 2 classes and 2 predictors.

4.2 XAI metrics on unit models

Metrics were obtained according to methodology presented in Sect. 3.1 with
the use of the InXAI framework. SHAP values were used as a local explainer.
Stability per unit model is presented on Fig. 2. The highest stability characterizes
SVM Classifier models, followed by RandomForest, with XGBoost in the middle
and CatBoost as least performant. Consistency between models was calculated
pairwise and is depicted in Fig. 3. High level of Consistency was shown only
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model model accuracy score Fl-score
abbreviation class ”0” class ”1”
SVMClassifier with RBF kernel  svc_radial 0.76 0.78 0.73
SVMClassifier with linear kernel sve_lin 0.82 0.83 0.80
XGBClassifier xgbc 0.74 0.76 0.72
RandomForestClassifier rfc 0.74 0.77 0.70
CatBoostClassifier ctbe 0.65 0.66 0.65

Table 1. Summary of trained models.

stability
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Fig. 2. Stability per unit model. Fig. 3. Pairwise consistency.

between RandomForest and SVM models. In terms of AUC (Area Under Curve)
for Perturbational Accuracy Loss, most models performed equally, with the one
exception of CatBoost. This model was also the weakest in terms of initial — not
perturbed — Accuracy. The summary is presented on Fig. 4.

4.3 Optimization-driven weight selection

It is worth noting that computation of XAI metrics is very computational inten-
sive operation that does not scale well to large datasets. This is why optimization
of parameters that are based on such metrics has to be performed wisely. In or-
der to assure the feasibility of the approach the SMAC framework” was used for
optimization of the Loss function L (finding the minimum) that is based on the
model-based Bayesian optimization algorithm.

The first optimization run began with user-defined weights for the component
models. Initial weights for component models were the same in all experiments.
They were computed as follows:

1

= Lk
’YEUC

W

5 For source code see: https://github.com/mozo64/inxai/blob/main/examples/xai_on_synth_data/XAl-
boost-on-syntetic-data-v4.ipynb.
7 See: https://automl.github.io/.
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Fig. 4. AUC Perturbational Accuracy Loss.

and afterwards re-scaled to sum up to 100%. In the course of the experiment,
the optimizer created a meta-model linking individual unit models according to
Eq. (1). SMAC optimised the weights for all 5 unit models with weights in the
uniform range from 0.0 to 1.0 and scale them so that they sum up to 100%.
The Loss function L given by the formula Eq. (4) was minimized with different
values of meta-parameters. 30 iterations per experiment were performed.

To speed up computations, two of the metrics — Stability and AUC acc.
loss — were approximated with Eq. (5) and Eq. (6), respectively. However, this
approximation was used only during the SMAC optimization process. The final
result of the experiment was calculated with obtained weights for component
models, using the exact equations from the Sect. 3.1.

. Zk Sk w
Sumror = SE= (5)

Zk AUC:Ek Wi

AUCCUappro:L’ = Z W
k

(6)

4.4 Results

The summary of experiment runs is depicted in Tab. 2. In the run #3a the impact
on Stability was comparable to run #4a (where we optimised for Inner meta-
model consistency). Thus importance of Stability was further increased in run
#3b. Likewise, in the run #4a the result for the Inner meta-model consistency
was the same as in run #3a. So we increased the importance of the Inner meta-
model consistency even further. Overall one can see impact on meta-model XAI
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metrics in terms of AUC acc. loss, Stability and Consistency, what was the aim
of the study. Meta-model Accuracy stayed on a decent level, as expected.

weights for models
after optimization
AUC Stabi- Consis- . . ;jmodel AUC Stabi- Consis-
. xgbc rfc ctbc  svelin sve_radial .
acc. loss -lity -tency acc. acc. loss -lity -tency
1 1.0 1.0 1.0 |.000087 .363524 .000031 .272740 .363619 | 0.76 0.060 0.872 0.895
2| 3.0 1.0 1.0 |.000042 .499893 .000025 .000004 .500035 | 0.73 0.048 0.858 0.862
3al 1.0 3.0 1.0 |.000007 .315697 .000021 .312844 .371430 | 0.77 0.062 0.874 0.899
3b| 1.0 5.0 1.0 |.000021 .000013 .000020 .499952 .499993 | 0.77 0.059 0.887 0.871
4al 1.0 1.0 3.0 |.000062 .318573 .000074 .310580 .370711 | 0.77 0.064 0.874 0.899
4b| 1.0 1.0 5.0 |.000026 .293124 .000037 .350562 .356252 | 0.77 0.067 0.876 0.902

meta-parameter metrics

Table 2. Results of experiment runs.

XGBoost and CatBoost Classifier models in all runs got low, negligible
weights in the meta-model. It is related to low Stability of those models, in
comparison to other models (see Fig. 2). Lossfunction penalised low Stability
in all experiment runs. Optimisation for AUC acc. loss (#2) resulted in the low-
est weight for SVM Classifier with Linear kernel. This classifier has the worst
performance in terms of AUC acc. loss — see: Fig. 4. Best Stability (#3b) was
when the lowest weight was applied to RandomForest Classifier. This model has
slightly worse Stability than both SVM Classifiers (see: Fig. 2). The best result
when optimising for Inner meta-model consistency (#4b) was for SVM Classifier
models (Linear kernel, RBF kernel) having similar weights. This is in line with
the fact that those 2 models have highest pairwise consistency (see: Fig. 3).

5 Summary and future works

In this paper we presented a method that allows us to combine XAI quality
metrics along with standard ML evaluation metrics in order to provide an op-
timization framework that maximizes both ML performance and XAI quality
within a single meta-model. We demonstrated that in our approach there is no
need to compromise on performance metrics, such as accuracy, as the meta-model
preserves the quality of its components.

Also the naive approximation of Stability and AUC Perturbational Accuracy
Loss for meta-model was given. This approximation is more effective in terms
of CPU needed for computations. We also introduced the concept of the inner
meta-model consistency, which shows its usefulness, as it promotes higher weights
for models which were pairwise consistent.

The idea of an ensemble meta-model is worth further research. Firstly, espe-
cially valuable will be generalization on a multi-classifier problem and regression
problem. In the future works, we can also check whether other XAl metrics than
AUC Perturbational Accuracy Loss, Stability and Inner meta-model consistency

ICCS Camera Ready Version 2021
To cite this paper please use the final published version:
DOI] 10.1007/978-3-030-77980-1_28 |



https://dx.doi.org/10.1007/978-3-030-77980-1_28

10 Szymon Bobek et al.

could be optimized in this framework. Secondly, it is also necessary to validate
the method on real life examples. Finally, the idea of combining different ex-
planations for one ML model into one meta-explanation is worth exploring. So
instead of weighted sum of unit models, one could put together different local ex-
plainers (eg. SHAP, LIME), to create one meta-explainer, optimized for specific
XAI metrics.

One of the limitations of the presented framework is that it only provides
model weighting using comparative evaluation metrics among several
models/explainers. It does not assure that the explanations generated by the
explainer are correct nor feasible to the end user. It only takes into account their
performance on the measurable, objective aspects. The fit to the expectations is
another research topic that not yet has been operationalized in our framework.
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