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Abstract. The application of quantum algorithms on some problems in
NP promises a significant reduction of time complexity. This work uses
Grover’s Algorithm, designed to search an unstructured database with
quadratic speedup, to find valid a solution for an instance of the on-call
operator scheduling problem at the German Space Operation Center.
We explore new approaches in encoding the problem and construct the
Grover oracle automatically from the given constraints and independent
of the problem size. Our solution is not designed for currently available
quantum chips but aims to scale with their growth in the next years.
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1 Introduction

Grover’s algorithm [15] is one of the best-known algorithms offering significant
speed-up for computational problems on a quantum computer. It features a
quadratic speed-up for every problem which can be described as a search in an
unsorted database. Hence, it allows significant improvements for problems where
finding solutions requires searching through a large part of the input space. The
algorithm consists of three major parts (see Fig. 1):

State preparation creates a superposition of the search space.
Grover Iteration is repeated 1/k ·

√
N times to solve a search problem for an

input space with N elements and k ≥ 1 valid solutions. It has two parts:
Oracle A search function f(x) is applied on the input state, which outputs

1 for the searched values x̂.
Diffusion The amplitude (and therefore the measurement probability) of

the searched input states is increased.
Measurement outputs a binary string that represents x̂ with high probability.

Satisfiability (SAT) problems are problems where a solution for a set of variables
has to be found satisfying a given set of constraints. Although there is a variety
of classical SAT-solvers that allow finding solutions under a large number of con-
straints, the general satisfaction problem for an arbitrary number of constraints
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State preparation # Grover Iterations

|0〉 H

Oracle

Diffusion|x〉 |0〉 H

|0〉 H

|f(x)〉 |0〉 X H



Fig. 1: Major steps of Grover’s algorithm.

is believed to be NP-hard [5,8]. Grover’s algorithm certainly does not change
such problems’ complexity, however, once we see scalable quantum computers
beyond the NISQ-era, using them may offer significant improvements.

The German Space Operation Center (GSOC) hosts multiple applications
where a SAT-solver is used to find a solution for a given problem. One of them
is “Spacecraft On-Call Scheduling” (SOCS), where the operators’ time-table
for various spacecraft missions needs to be determined. Currently, it deals with
24 hour shifts for ∼ 50 operators and 20 positions (missions) over a period of
180 days.

Scope of this work

This work aims to solve the aforementioned problem with a quantum computer
using Grover’s algorithm. However, a quantum device that is able to leverage
the potentials of Grover’s algorithm is far beyond the horizon. Hence, we present
a method for encoding the variables of the SOCS problem into a quantum state
which can be used for Grover’s algorithm once such a device is available. Addi-
tionally, we develop an algorithm for representing constraints as a circuit, which
is then used as the Oracle. To ensure correctness, we evaluate the approach
with Qiskit for a reduced problem size that fits the currently available IBMq
simulator.

2 Spacecraft On-Call Scheduling

The GSOC as a part of the German Aerospace Center (DLR) operates a variety
of spacecraft missions. As depicted in Fig. 2, some of those missions require
the constant presence of one or more operators per subsystem – called position
– and time period. The operators are organized through an on-call spacecraft
operator scheduling which is conducted multiple times per year to incorporate
updated unavailability times or new personnel. A valid schedule has to allocate
approximately 50 operators on 20 positions over a period of 180 days and may
need to be updated if changes in the assumptions arise later on. On-call shifts are
scheduled in whole days and every operator can cover a certain subset of positions
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Missions
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Operator schedule

Mission Control

Positions

Fig. 2: Overview of the use case “Spacecraft On-Call Scheduling”

depending on their training and responsibilities. A valid schedule depends on
various inputs from the spacecraft missions as well as the operators themselves
and must satisfy the following constraints:

(i) Operators can only work on some given positions.
(ii) Per tuple of day and position at least one operator needs to be assigned.
(iii) An operator can be assigned to at most one position a day.
(iv) Operators can specify days in advance when they are unavailable.
(v) A partial on-call schedule may be supplied and needs to be obeyed.3

(vi) Operators can work at most two out of any three consecutive weeks.
(vii) Operators can work at most 35 days out of any 105 consecutive days.

(viii) Operators shall work preferably whole weeks.
(ix) All operators shall work a similar amount of days.

Notice that (viii) and (ix) are not constraints but rather optimization goals. As
implementing all these constraints efficiently in full generality is rather compli-
cated and is certainly not feasible on todays quantum computers, we adapt the
constraints (ii), (iii) and (vi) and restrict ourselves to them. This means that
we consider the following constraints in this paper:

A Per tuple of day and position exactly one operator needs to be assigned.
B Out of three consecutive days, an operator is only allowed to work two.
C An operator can be assigned to at most one position a day.

3 This is needed e. g. for updating an on-call schedule during the year when opera-
tors have updated their vacations, for example. In this case only the future will be
replanned, but the past may influence the applied constraints in the future.
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Currently, the full problem at GSOC is solved with a heuristic search algorithm
using backtracking based on the Plato library, see [20]. As creating personnel
schedules routinely requires manual intervention due to e. g. late changes, the
automated algorithm is supported by a graphical tool allowing the on-call plan-
ner to easily modify the schedule and recognize conflicts. This tool is called
Program for Interactive Timeline Analysis (PINTA), an overview can be found
in [21] and a screenshot in Fig. 3. Notice that both Plato and PINTA are tools
developed at GSOC for spacecraft mission planning purposes, i. e. they are com-
monly used for planning onboard activities of spacecraft[26] as well as related
onground activities[16].

Fig. 3: A screenshot of an on-call schedule from PINTA

3 Related Work

Spacecraft On-Call Scheduling is closely related to the nurse scheduling problem,
an especially hard version of the personnel scheduling problem [8]. Linear pro-
gramming [1,19], simulated annealing [2,11], and tabu search [4,3] are classical
approaches for calculating solutions. An overview of the complexity of various
personnel scheduling variants and classical solvers is provided in [5].

It is well known that Grover’s algorithm [15] can be used to solve such op-
timization problems with a single solution. It can further be extended to work
without knowledge of the exact or multiple solutions [7] or for highly struc-
tured combinatorial search problems [17]. How to exploit the structure of NP-
complete problems to perform a nested quantum search was shown in [9]. This
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is quadratically faster than classical nested search and exponentially faster than
unstructured quantum search. Iterative application of Grover’s algorithm al-
lows searching the optimum of an objective function [13], and can be used to
solve constrained polynomial binary optimization problems. Due to their com-
plexity and ubiquity, NP problems are also the focus of various other quantum
algorithms. Especially for combinatorial optimization problems, the Quantum
Approximate Optimization Algorithm (QAOA) [12] and the Variational Quan-
tum Eigensolver (VQE) [22] play an important role for NISQ era devices [23].
For example, the graph coloring problem, which is similar to how we encode the
scheduling problem, and the Traveling Salesman Problem have been approached
with space efficient QAOA methods [24,14]. There are also approaches using
quantum annealing for the nurse scheduling problem [18].

4 Encoding of Variables and Constraints

This section presents a method for encoding the SOCS problem’s variables as
qubits on which we apply Grover’s algorithm. In contrast to a naive approach,
we reduce the number of qubits by a factor of ∼ 10. Additionally, we present a
way to encode the three constraints into an oracle function.

4.1 Variables

As a first step, we encode the variables into Grover’s input register. After the
Grover iterations, the input register is measured, which results in a binary rep-
resentation of a valid schedule. A naive approach represents all combinations of
a day d, position p and operator o in the input state as depicted in Fig. 4a:

|ψ〉d,p,o =

{
|0〉 , operator o is not assigned to position p at day d

|1〉 , operator o is assigned to position p at day d

This requires a quantum register with d· p· o qubits to encode the search space.
For the use case presented in Section 2, the problem volume amounts to o ·p ·d =
50 ·20 ·180 = 180, 000 qubits, each of which is a binary representation of whether
an operator is scheduled for a certain day and position (so-called time-position)
or not.

Encoding values in binary can help to reduce the contribution of one vari-
able from linear to logarithmic. As the variable days has the biggest impact
on the number of qubits in our case with a value of 180, one may try to ap-
ply this to days, i. e. counting the days starting from one and assigning them
this number in a binary representation. This way one could encode allocations
of a day-position-operator combination by assigning binary encoded day values
to position–operator combinations. This would reduce the number of qubits to
o· p· log2 d – in our use case 7, 492 qubits when encoded, e.g. for 4 days, as

|ψ1ψ0〉p,o =


|00〉 , operator o is assigned to position p at day 0

· · ·
|11〉 , operator o is assigned to position p at day 3

(1)
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d0p0o0 : |0〉 H |ψ〉0,0,0
d1p0o0 : |0〉 H |ψ〉1,0,0
d0p1o0 : |0〉 H |ψ〉0,1,0
d1p1o0 : |0〉 H |ψ〉1,1,0
d0p0o1 : |0〉 H |ψ〉0,0,1
d1p0o1 : |0〉 H |ψ〉1,0,1
d0p1o1 : |0〉 H |ψ〉0,1,1
d1p1o1 : |0〉 H |ψ〉1,1,1

(a) Naive, 1-hot approach to encoding
(8 qubits, 2 operators)

d0p0 : |00〉 H⊗2 |ψ1ψ0〉0,0

d1p0 : |00〉 H⊗2 |ψ1ψ0〉1,0

d0p1 : |00〉 H⊗2 |ψ1ψ0〉0,1

d1p1 : |00〉 H⊗2 |ψ1ψ0〉1,1

(b) Improved approach to encoding
(8 qubits, 4 operators)

Fig. 4: Input state for four time-positions and (a) two resp. (b) four operators.

and correspondingly for larger numbers of days (powers of 2, for simplicity).

Notice, however, that one needs to be careful with such efficient encodings
as they reduce the size of the representable state space and may in fact rule
out valid solutions. The encoding in Eq. 1 forces every operator to work every
position exactly once within the given number of days. It is easy to construct
examples in which all solutions to the problem are removed via this encoding,
e. g. two operators, one position and three days. As the number of days is larger
than the available operators, one operator would need to work twice, which
cannot be represented in this encoding. This problem cannot be easily fixed as
there are 2d possible subsets of all available days when an operator may work at
a particular position, thus parametrizing all of them eliminates the logarithmic
advantage that one gained. Notice also that parametrizing sets of scheduled days
makes expressing day-wise constraints rather cumbersome.

However, in our case, constraint A actually says that for every day–position
combination, exactly one operator needs to be scheduled. Therefore, encoding
the operators instead of days in the above binary fashion is actually possible and
only reduces the state space in a way that only invalid solutions are removed.
Although the number of required qubits is not decreased as much, the circuit
size can be decreased drastically, since we implement constraint A directly in
the encoding, see Section 4.2 for details. In Fig. 4b it can be seen that with the
same available amount of qubits, e. g. eight, twice as many operators, i. e. four
operators instead of two, can be assigned to four time-positions. The required
number of qubits for the full problem is d· p· log2 o – in our case 20, 318 – and
the assignment looks as follows for four operators:

|ψ1ψ0〉d,p =


|00〉 , operator 0 is assigned to position p at day d

· · ·
|11〉 , operator 3 is assigned to position p at day d

(2)
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Operator 0 Operator 1
d0p0 : |0〉 •
d1p0 : |0〉 • •
d2p0 : |0〉 • •
d3p0 : |0〉 •
c0 : |0〉

+1 +1 +1 +1
c1 : |0〉

(a) Constraint B for four days, two op-
erators and one position; no operator is
allowed to work 3 days in a row.

Operator 0 ... Operator 3
d0p00

: |0〉 • •
d0p01

: |0〉 • •
d0p10

: |0〉 • •
d0p11

: |0〉 • •
c0 : |0〉

+1 +1 +1 +1
c1 : |0〉

(b) Constraint C for four Operators, one
day and two positions; no operator works
the same day at two different positions.

Fig. 5: Exemplary circuits Constraint B and C that increment the counter |c1c0〉
if one of the constraints is violated.

Notice that this encoding still has some pecularities. Imagine, for example, that
the total number of operators is not a power of two. In that case there will be
states that schedule a non-existent operator and thus do not solve the initial
problem although they may satisfy all constraints. There are various ways how
to deal with this, e. g. by preparing initial states such that the corresponding
amplitudes are allways zero or by considering them as operators that have an
outage during every timeslot. For the current paper we will restrict to numbers
of operators which are powers of two.

4.2 Constraints

A schedule is valid if none of the constraints defined in Section 2 are violated.
Hence, we encode conflicts in the oracle function and sum up the number of
conflicts for a state. Only if the amount of conflicts is zero, a state is considered
a valid schedule and the Oracle function returns one.

For counting the conflicts, we use a controllable Increment-gate – depicted
as +1 in Fig. 5. The constraints themselves are encoded as follows:

Constraint A: Assigning multiple operators to the same position at one day is
impossible by construction: Since every time-position is encoded in an individual
set of log2 o qubits, this satisfies the “One operator per time-position” constraint
automatically.

Constraint B: For the constraint that an operator is only allowed to work
two days in a row, we check this constraint for gliding windows of length three
days for any position and any operator. The global conflict counter register
is incremented each time an operator is assigned to a position for all three
consecutive days during a gliding window. Fig. 5a depicts the resulting circuit
with an example of four days, two operators and one position, i. e. two gliding
windows.
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Every state where (d0p0 = d1p0 = d2p0) ∨ (d1p0 = d2p0 = d3p0), shall

increment the global conflict counter register. +1 gates are activated for all
configurations of the control qubits that represent invalid time-positions.

This results in p · o · (d− 2) incrementors, however one can see that at most
p · (d − 2) can be activated at the same time as it is not possible to have two
operators both working the same position three out of three given days due to
constraint A.

Constraint C: Similarly, the constraint that an operator can only be assigned
to at most one position per day is implemented. The idea here is that for any
day and any operator we can verify that the operator is not scheduled for two
positions. The global counter register is thus incremented each time an opera-
tor is assigned to more than one position per day. Fig. 5b depicts the resulting
circuit with an example of one day, four operators and two positions. Each of
the four operators 0−3 is represented by one configuration of the control-qubits
activating the +1 gate, which is activated if d0p00 = d0p10 ∧ d0p01 = d0p11.

Notice that this results in d · o ·
(
p
2

)
incrementors as we need to check on every

day that each pair of distinct positions is not occupied by the same operator.
However, again due to constraint A, for every time-position there is exactly one
operator scheduled, meaning that at most d ·

(
p
2

)
incrementers can register a

constraint violation at the same time.

We can use these calculations to estimate the number of required counter
qubits to avoid overflows of the counter register. Notice that such an overflow
would effectively mean that the Grover oracle would mark states with particular
numbers of constraint violations as valid and amplify their state correspondingly.
This would mean that our amplified end results could actually be invalid if the
counter register is not large enough. Combining B and C, we see that we have at
most p(d−2)+d

(
p
2

)
constraint violations and, since a count of zero constraint vio-

lations needs to be represented, we thus need at least
⌈
log2

(
p(d− 2) + d

(
p
2

)
+ 1
)⌉

qubits to represent this number in binary. However, depending on the constraints
and the parameters it might be possible that this estimate is too crude and that
it is not possible that all of these constraint violations can be achieved at the
same time, so a smaller number may be sufficient.

5 Evaluation

We evaluate the solutions with Qiskit’s QASM simulator provided by IBM, which
simulates a noiseless quantum computer with up to 32 qubits. Due to the limita-
tion of available qubits and a maximum simulation time, only reduced problem
sizes are feasible. Table 1 summarizes our simulation of six different configura-
tions of operators, positions and days. There are five valid (Case I-V) and one
invalid (Case X) configurations, all of which are problems with log2 o ·p ·d ≤ 30.
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Table 1: Simulation results for different problem sizes used for the evaluation.

Case I II III IV V X

Operators 4 4 4 4 8 4
Postions 2 2 2 2 2 3
Days 3 4 5 6 3 3
Used Qubits 15 21 25 29 21 23
Used Counter Qubits 2 (3) 4 (4) 4 (4) 4 (4) 2 (3) 4 (4)
Percentage Solutions 0.223 0.107 0.048 0.022 0.587 0
Grover Iterations 1 2 3 5 2 -
Success Rate 0.99 0.99 0.99 0.96 0.88 0

As an example, Case I reads as follows: Given 4 operators, 2 positions and
3 days, the number of used qubits4 to run the algorithm is 15. The minimal
number of counter qubits was empirically evaluated and maybe less than the
upper bounds given in Section 4.2. The latter is given in paranthesis, e. g. for
Case I dlog2

(
2 · (3− 2) + 3

(
2
2

)
+ 1
)
e is 3.

Further, the percentage of valid solutions in the overall search space is given.
With an input size of 12 qubits, the number of possible schedules is 212 = 4096
of which 912 (= 22.27%) are valid schedules. The number of Grover iterations to
reach the first maximum of amplitude amplification can be approximated with⌊
π
4

√
1
s

⌋
[6], where s is the percentage of valid solutions as given in Table 1.5 The

success rates are calculated by running the algorithm 8000 times and counting
measured results that are valid schedules (see e. g. , Fig. 6).

Notice that all but one of the shown cases have 2 positions, whereas one can
easily see that Case X with 3 positions has no valid solution at all. The quantum
algorithm verifies this true negative result, by amplifying non of the input states.

Case I to V in Table 1 show that with an increasing number of days, the
number of required qubits increases. This is mostly due to constraint B which
introduces a greater amount of conflicts if the number of days is bigger than
three. The effect is also clearly visible in Fig. 7, where the success probability
(y-axis) of the configuration is plotted with respect to the size of the counter
register. Configurations where constraint B comes into play require a larger
counter register to achieve a high success probability.

The correctness of the implementation is further validated by plotting suc-
cess rates against a larger number of Grover iteration. The expected sinusoidal-
squared behavior is clearly visible in Fig. 8

4 The number of used qubits is given by the sum of counts of problem-encoding qubits,
necessary global conflict counter register qubits and one Grover phase-flip qubit, so
e. g. log2 4 · 2 · 3 + 2 + 1 = 15.

5 Except for Case V, where the approximations are not valid, but the exact formula
reproduces the numbers given in the table.
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Fig. 6: Statistic for 8000 shots resulting (in)valid schedules in (red)blue for Case I.

Fig. 7: Heuristical evaluation of minimal number of required counter qubits.
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Unfortunately, we were not able to test the overall circuit on IBM’s real
quantum devices, since the circuit depth exceeded their limits. To receive a
comparable result, we introduced an error rate on the used gates which imitates
those of current IBM quantum hardware to the smallest configuration. The error
decreases the success probability to ∼ 33%, which is only slightly higher than
the random distribution of ∼ 22%. Therefore, states with correct solutions are
no longer distinguishable from a random distribution in this case. This indicates
that current error rates are too high to deliver results with our approach even if
we would have enough qubits to fit our problem size.

Fig. 8: Fit for expected sin2-behavior of success rate as a function of Grover
iterations in Case I. Fitting parameters: p = 1.002·sin2(π(0.313r+1.155))+0.000

6 Conclusion and Future Work

This paper successfully presents how to find a valid schedule for the “on-call
spacecraft operator scheduling”-problem at the German Space Operating Cen-
ter by using a Grover’s quantum search algorithm. The presented encoding of
variables and constraints is transferable to similar nurse-scheduling problems.
Our algorithm creates a Qiskit circuit for Grover’s Oracle with three variables of
arbitrary size and complies with three selected constraints6. Due to the absence

6 Including qubit initialisation and measurement operations.
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of a sufficiently large and stable quantum computer, we validated our circuits
with affordable small input sizes on a quantum simulator capable of processing
up to 32 qubits, by various means.

Future Work

What we showed are just the first steps towards solving a classical problem on
a real quantum computer. To execute the necessary real quantum operations of
the algorithms on a quantum computer, these need an improvement in qubit
stability and quality of their control – or the availability of fully error-corrected
qubits.

Quantum computers are currently way too small for real life problems. But
the problem can be divided in parts, e.g. in fragments of days or weeks. This
approach allows to run the quantum algorithm as a quantum subroutine within
a classical framework. The latter composes the partial results from the quantum
processing unit. Remark that this quantum-classical-hybrid approach asks to
implement the constraint (v) from Section 2 as a constraint for the quantum
algorithm.

While the availability of necessarily large quantum computers is pending, we
will also focus on minimizing the number of qubits necessary and on reducing the
circuit’s width and depth with better optimizations, for example by improving
conflict counting and by applying the ZX-calculus language [10,25].
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