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Abstract. Missing values are ubiquitous in many real-world datasets.
In scenarios where a dataset is not very large, addressing its missing val-
ues by utilizing appropriate data imputation methods benefits analysis
significantly. In this paper, we leveraged and evaluated a new imputa-
tion approach called k-Nearest Neighbour with Most Significant Features
and incomplete cases(KNNIMSF) to impute missing values in a health-
care dataset. This algorithm leverages k-Nearest Neighbour(kNN) and
ReliefF feature selection techniques to address incomplete cases in the
dataset. The merit of imputation is measured by comparing the classifi-
cation performance of data models trained with the dataset with impu-
tation and without imputation. We used a real-world dataset, ”very low
birth weight infants”, to predict the survival outcome of infants with low
birth weights. Five different classifiers were used in the experiments. The
comparison of multiple performance metrics shows that classifiers built
on imputed dataset produce much better outcomes. KNNIMSF outper-
formed in general than the k-Nearest Neighbour Imputation using the
Random Forest feature weights(KNNIRF) algorithm with respect to the
balanced accuracy and specificity.
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1 Introduction

Data has quality if it satisfies the requirements of its intended use[1]. Real-world
data are typically incomplete and incompleteness can impair the knowledge dis-
covery process. In order to make data useful for the purpose of analyzing meth-
ods, such as data mining and machine learning, a significant amount of time is
spent on pre-processing of data. For medical datasets, missing values are un-
fortunately unavoidable[2]. Incorrect imputation of missing values could lead to
inaccurate research as well as wrong predictions[2]. Due to the nature of the do-
main and significance of applications, it is very important to have highly accurate
results.

The missing mechanism is an important concept that defines the connection
between the observed and missing variables in a dataset. The missing mechanism
gives an account on possible relationships between measured variables and the
probability of missing data[3]. According to Little and Rubin’s[4] taxonomy,
missing mechanisms are missing completely at random (MCAR), missing at
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random (MAR) and not missing at random (NMAR). In MCAR, the reason of
missingness is unrelated to any other observation. MAR arises if the reason for
dropout depends on the observed outcomes. The MNAR mechanism depends, in
whole or in part, on unobserved measurements itself. Details about the different
missing mechanisms can be referenced in many published studies[3] [4].

The complete case analysis is a way of treating missing values in a dataset
by ignoring the incomplete cases in the dataset. In many cases, especially in
medical domains, this approach can result in loss of information[5]. As the in-
formation in the incomplete cases in a dataset is not made useful, the statistical
inferences or the model performance may not result in meaningful insights and
predictions, particularly when the size of a dataset is not very large. There ex-
ists many missing value imputation techniques which can estimate the missing
values so that the incomplete cases can be repaired and used for analysis or
data modeling purposes without losing information or adding bias to dataset[5].
Replacing the missing data with an appropriate value derived from an observed
data is called missing value imputation. Leveraging machine learning algorithms
to impute missing values is getting popular due to its applicability. k-Nearest
Neighbours(kNN), being one of the simplest and non-parametric instance-based
approaches, is widely used in missing value imputation problems[6]. kNN based
imputation methods are easy to implement and perform well in a variety of
scenarios [6]. The basic kNN based imputation method uses the ‘k’ nearest
neighbor’s value to estimate the missing value. In this study, we evaluate the
kNN imputation method(KNNIMSF) on a healthcare dataset with a high level of
missingness. This new imputation approach utilizes the most significant features
with respect to the missing attributes and considers incomplete cases as well to
estimate the missing values.

The merit of imputation is evaluated by comparing the performance of classi-
fier algorithms with the dataset without any imputation treatment, with dataset
after undergoing KNNIMSF imputation and with dataset imputed using another
well-known Weighted kNN imputation based on Random Forest(KNNIRF). The
rest of the paper is arranged as follows: section 2 presents the previous evaluation
studies on missing value imputation using healthcare datasets. It also presents
why this study is different from those previous studies and recommendations.
Section 3 provides the details regarding our proposed imputation approach. The
next section presents the experimentation settings, the dataset we used in this
study along with the evaluation metrics. It is followed by Section 5 where the
results and inferences regarding the experiments are discussed. Our paper ends
with the conclusion section which presents the significant observations and future
scope for this research.

2 Related Works

The missing data problem is crucial in healthcare domain. Hence, several pub-
lished studies addressed the missing data problem. In one such study[7] the in-
fluence of missing value imputation on the classification accuracy was discussed.
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Globally average value, average value within a cluster and average value within
the class were the missing value imputation techniques used. The missing values
were artificially induced in four healthcare datasets and then imputed before
evaluating the impact of missing value imputation experimentally. The compari-
son of classifier accuracy on different imputed datasets with the complete dataset
in this study showed that there can be under– or overestimation of classification
accuracy caused by choosing wrong method[7].

Machine learning techniques were found to perform better than the stan-
dard mean imputation technique in [13]. Cardiovascular data with missing value
frequency up to 30 percentage was used in the experiments[13]. Another study
on missing healthcare data imputation is presented in [8]. This research imple-
mented three algorithms in real healthcare dataset and concluded that MICE(Multiple
Imputation by Chained Equations) algorithm performs better than Amelia and
fuzzy unordered rule induction algorithm imputation(FURIA)[8].

In our study, we have utilized a real-world healthcare dataset with missing
values at a higher percentage. The statistical imputation methods recommended
in the mentioned studies assume that the missing data are Missing At Random
(MAR). We are interested in an imputation technique that can be more general-
ized but also usable in critical domain applications. It is due to this fact that we
are employing one of the easiest non-parametric algorithms (kNN) to implement
missing value imputation. We compared our method with KNNIRF algorithm
which in general outperforms the other kNN based imputation methods, based
on our previous experimentation. KNNIRF is a weighted kNN imputation tech-
nique based on Random Forest where the weights for each variable are obtained
using Random Forest approach[9] and these weights are used in the distance
calculation.

We are presenting a new imputation approach based on kNN algorithm.
Our approach considers the incomplete cases also for the estimation but only
the relevant features are used for imputing the missing values. This approach
is suitable for handling the missing values in small datasets with high missing
percentages which we are evaluating in the experiments.

3 Methods

Our approach for the missing value imputation considers the significant features
that are relevant for estimating that particular attribute. The steps used in the
approach are as follows. The process starts with identifying the attributes with
at least one missing value. For missing attribute, feature quality estimation algo-
rithm ReliefF is executed to get the most significant features in the dataset that
can predict the missing attribute [10]. ReliefF algorithm accounts the correla-
tion and interaction between the attributes. This is important in estimating the
missing values and helps estimate the correct value to replace the missingness.
Only complete cases are used for the purpose of selecting the relevant features
that can estimate the missing attribute. For each of the missing value of this
attribute, Gower distance gd between the instances is calculated based on the
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equation 1[11].

gdij =

∑
p(δijpdij

f
p)∑

p(δijp)
(1)

Where xi is the missing vector and xj is observed vector, k is the attribute. For
numerical attributes in the instance (dij

f
p) is calculated by

dij
f
p =

|xi − xj |
|(maxN (x)−minN (x))|

(2)

where N is the total number of instances in the dataset. For other attributes
(dij

f
p) is 1 when the xi and xj attribute value differs. Otherwise it is set to 0.
For distance calculation, the features selected from the previous step are used.

But for estimation of the missing value, all instances that have selected features
and the missing feature present are considered. In the traditional kNN approach
only complete cases are used. Utilizing the incomplete cases but with relevant
features will provide better estimations, especially when multiple variables are
missing in an instance. Similarity between each data point with the missing value
instance is calculated as:

Sim =
1

gd+ 1
(3)

Then the weight for the ’k’ neighbour instances are calculated based on the
similarity:

Wtk =
Simk∑k
1 Sim

. (4)

For the estimation of numerical missing value, weighted sum of the nearest neigh-
bour attribute values are used. For nominal values, mode is used to impute the
missing value. The steps are iterated for all the missing attribute and its missing
values.

4 Experimentation Set-up

For the experiments, we used the ’Very Low Birth Weight Infants’ dataset. Data
on 671 infants with very low (less than 1600 grams) birth weight from 1981-87
were collected at Duke University Medical Center by Dr. Michael O’Shea[12].
There are 671 observations and 26 variables in the dataset. The details of the
number of missing attributes by their missing value percentages are given in the
Table 1. 78.54% of instances are labelled with the survival outcome as alive and
21.46% are with survival outcome as dead. There are only 174 cases which have
all the 25 attributes present. Since most machine learning algorithms typically
cannot utilize incomplete cases, in this dataset, about 75 percentage of data
will be lost if only complete cases are used for classification. This loss of data
can result in a very significant loss of information. This is an example case of
how we can utilize imputation to get more data and thus more information to
achieve better classification or prediction. To evaluate the merit of imputation,
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Table 1. Missing value percentage in the dataset

Missing Percentage No of Attributes

1-3% 4
3-9% 11
6-15% 3
15-30% 5
30-60% 2

we have conducted classification using five different classifiers. First, data model
was trained and evaluated using only the complete cases from the dataset. Then
the dataset was imputed using two different missing value imputation methods
KNNIRF and KNNIMSF. The entire dataset was split into training and test in
70:30 ratio. Five fold cross validation was repeated five times for training the
model. Model evaluation and comparison is done with the test data . The classi-
fiers used here for the prediction of survival outcome of the infant are Logistic Re-
gression(LR), Support Vector Machine using Radial basis function kernel(SVM),
k-Nearest Neighbour Classifier (kNN), Gradient Boosting Machine(GBM) and
Decision Tree Classifier (CT). The positive class in the classification model is
the survival outcome ’live’ and negative class is ’dead’.

Evaluation Metrics Since the cost of miss-classification is very determinant fac-
tor in the evaluation of the model due to the nature of medical domain, we
have used multiple metrics such as Accuracy, Balanced Accuracy, Sensitivity
and Specificity for the model evaluation. To compare the performance of im-
putation method, Wilcoxon signed rank test is performed at α =0.1 with null
hypothesis: H0 = The performance of classifiers using KNNIRF imputed dataset
is equal to that of KNNIMSF imputed dataset. Alternative hypothesis: H1 = the
performance of classifiers using KNNIMSF imputed data and that using KNNIRF

imputed data are not equal.

5 Results

The performance of five classifiers were measured and the evaluation metrics are
presented in Tables 2 for the three cases. First is ’Complete cases’ where only
complete cases from the original dataset was used in modelling and evaluation.
The other two, KNNIRF and KNNIMSF, represents the dataset imputed using
the KNNIRF and KNNIMSF imputation method respectively. The survival out-
come(alive or dead) prediction accuracy for each of the model is given in Table
2. It can be seen from the results that the train models with imputed datasets
perform better than that used without any imputation. Also, KNNIMSF resulted
in better accurate prediction than KNNIRF in most classifiers. It is evident from
the results that the balanced accuracy is very poor for the model trained with
the complete cases. The classifiers trained with imputed datasets performed rel-
atively much better with respect to the balanced accuracy. Sensitivity measure,
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which is the measure of how well the classifier predict the positive cases(alive),
also suggest a better performance of model trained with imputed data.

Table 2. Comparison of Evaluation metrics of the Classifiers

Missing Value Handling LR SVM kNN GBM CT

A ccuracy Score of the Classifiers

Complete Cases 82.35 82.35 92.16 90.20 86.27

KNNIRF 88.56 88.56 87.06 91.54 89.05

KNNIMSF 87.56 89.55 88.06 94.53 89.05

B alanced Accuracy Score of the Classifiers

Complete Cases 43.75 43.75 48.96 47.92 45.83

KNNIRF 80.87 73.15 81.72 85.31 77.80

KNNIMSF 81.09 74.63 84.04 88.90 77.80

S ensitivity of the Classifiers

Complete Cases 87.50 87.50 97.92 95.83 91.67

KNNIRF 94.30 93.67 97.47 96.20 97.47

KNNIMSF 92.41 93.67 98.10 98.73 97.47

S pecificity of the Classifiers

Complete Cases 0 0 0 0 0

KNNIRF 67.44 69.77 48.84 74.42 58.14

KNNIMSF 69.77 74.42 51.16 79.07 58.14

Specificity metric, in this case, shows that the model with complete cases is
not useful at all in predicting the minority class (survival outcome=dead). The
classifier models with KNNIMSF imputed data performed better in predicting the
minority class related to that of KNNIRF imputed data. The Wilcoxon signed
rank test shows fair evidence against null hypothesis which confirms the perfor-
mance metrics(Balanced Accuracy and Specificity) of classifiers using KNNIMSF

imputed data is greater that that using KNNIRF imputed data. Overall, the per-
formance of KNNIMSF is either comparable or superior to KNNIRF with respect
to the evaluated metrics and is a good approach to be used for small datasets
with high missingness.

6 Conclusion and Future Works

Missing value datasets treated using imputation methods can result in better uti-
lization of all available information for data modeling and statistical inferences.
Especially in medical domain this can add much value and benefit. Our proposed
missing value imputation method was tested on a healthcare dataset with high
missingness percentage. The evaluation showed the merit of imputation with
improved classifier performance. The comparison of classifiers trained with both
complete cases and imputed datasets indicated that the proposed model perfor-
mance is much better for the classifiers trained with imputed dataset. Also, the
KNNIMSF imputation method performed better in general from the accuracy,
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balanced accuracy and specificity perspectives than the KNNIRF method. It can
be concluded that KNNIMSF missing value imputation can treat missing values
appropriately and the use of imputed datasets result in better data model train-
ing and model performance. In future, this new approach can be tested on more
healthcare datasets with missing values to validate its performance.
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