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Abstract. Cluster discovery from highly-dimensional data is a challenging task,
that has been studied for years in the fields of data mining and machine learning.
Most of them focus on automation of the process, resulting in the clusters that
once discovered have to be carefully analyzed to assign semantics for numerical
labels. However, it is often the case that such an explicit, symbolic knowledge
about possible clusters is available prior to clustering and can be used to enhance
the learning process. More importantly, we demonstrate how a machine learning
model can be used to refine the expert knowledge and extend it with an aid of ex-
plainable AI algorithms. We present our framework on an artificial, reproducible
dataset.
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1 Introduction

An effective analysis of data can often pose a major challenge in cases where data
is highly-dimensional, produced in fast rate and large volumes (i.e. big data). This is
where methods of Artificial Intelligence prove to be useful. Moreover, besides the use
of data mining techniques in order to build machine learning models, the human expert
knowledge regarding the specificity of domain of interest should be used.

Such a case most often arises in Industry 4.0 that aims at using number of informa-
tion and communications technology solutions for the monitoring and optimization of
industrial processes. The installations in modern factories are equipped with many of
sensors gathering data about the operation of the machines involved in these processes.

In this work we focus on automated discovery of device states from machinery sen-
sor log to enrich the expert knowledge about machinery operational states. Our main
goal was to develop a workflow, which would provide a mechanism for detecting device
states that can be applied to different types of industrial machinery. We confronted it
with states that were discovered with knowledge-based approach to prove its validity
and expand the knowledge-base itself with an usage of eXplainable Artificial Intelli-
gence (XAI) algorithms. For this purpose we propose two algorithms. The first one is
for splitting clusters that possibly scramble within two or more concepts. The second
one is for merging expert clusters possibly represent the same concept, and therefore
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can be considered redundant. The recommendations are justified by rules, explaining
why such suggestions were made. The final decision on whether to trust recommen-
dation or discard them is left to an expert. The whole process is iterative and can be
repeated until the convergence is achieved. In this paper we limit the discussion only to
artificially generated samples to provide full reproducibility of the experiments.

This work is carried out in the CHIST-ERA Pacmel project. 3 The project is ori-
ented at the development of novel methods of knowledge modeling and intelligent data
analysis in Industry 4.0.

The rest of the paper is organized as follows: In Sect. 2 we discuss selected chal-
lenges regarding clustering. Then in Sect. 3 we introduce our approach regarding knowl-
edge augmented clustering. We summarize the paper in Sect.4.

2 Clustering highly-dimensional data

Clustering aims at unfolding hidden patterns in data to discover similar instances and
group them under common cluster labels. This task is often performed to either discover
unknown groups, to automate the process of discovering possibly known groups or for
segmentation of data points into arbitrary number of segments. Either of the above can
be done in unsupervised, semi-supervised or supervised manner.

The problem of effective analysis of clustering results, and bringing semantics into
the clustering results has also been investigated. In [1] authors focus on solutions which
assist users to understand long time-series data by observing its changes over time,
finding repeated patterns, detecting outliers, and effectively labeling data instances. It
is performed mostly via visualization layer over data that dimensionality was reduced
with UMAP [6] allowing 2D/3D plotting. However, no explicit knowledge is used in
this method to enhance the process of clusters analysis.

In [4] the Grouper framework was presented which is an interactive approval, re-
finement or decline toolkit for analysis of results of clustering. It combines the strength
of algorithmic clustering with the usability of visual clustering paradigm. In [11] similar
approach was presented, however it assumes more interactions with visualized clusters
that alters the cluster layout. Yet, neither of these use any kind of formalized knowledge
neither for clustering nor after it for refinement. Therefore, the knowledge input by en
expert in a form of interactions in the system is lost for further re-use.

The human-in-the-loop paradigm was also investigated in the clustering algorithms.
In [12] a similar approach was used as in our solution, where the contextual information
and user feedback is used to merge clusters of photographs into larger groups. However,
no prior knowledge is used in clustering, nor extended at the end.

The biggest disadvantage of all of the above methods is that they do not explicitly
use nor update domain knowledge. Therefore new knowledge, even if discovered by
cooperation of AI and expert, is hidden into complex models and not reusable for future.

Using background knowledge in DM has been proposed in the area of semantic data
mining, where the formalized expert knowledge is used for domain-specific configura-
tion to improve the overall results of DM/ML algorithms [3].Initial approaches reusing

3 See the project webpage at http://PACMEL.geist.re.
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knowledge and experiences in DM for configuring DM tasks have been discussed in [2].
However, in those approaches, domain knowledge is only used in a very specific setting,
and there is lack of feedback loop that allows for knowledge flow in opposite direction.

Therefore, in our approach we use explainable AI algorithms, that aim to inverse
the process of encoding knowledge into black-box models and allow for more insight
into decisions made by machine learning or data mining algorithms. This closes the
feedback loop between domain experts and machine-learning algorithms by allowing
knowledge exchange between an expert and ML algorithm. Although there exist a va-
riety of XAI methods that allow explaining ML models decision [9, 5, 10, 8, 7], in our
work we will focus on Anchor [10] which produces rule-based, explanations that can
easily be integrated with domain knowledge encoded with the same formalism.

In the following sections we will describe our framework in more details.

3 Knowledge augmented clustering

Although obtaining high quality automated clustering of data is an important initial step
for utilizing our framework, we skip this step in the discussion. The main goal of the
work presented in this paper is to refine the initial clustering with XAI methods and
expert knowledge via splits and merges of existing clusters.

In both of the cases for cluster splits and merges we assume that there exists a set of
clusters obtained with an utilization of expert knowledge, denoted as:

E = {E1, E2, . . . , En}

This set of clusters needs to be refined with complementary clustering performed with
automated clustering algorithms. This clustering forms separate set of clusters, possibly
of different size then E and is denoted as:

C = {C1, C2, . . . , Cm}

For both sets we calculate confusion matrix M of size (n,m) where number at the
intersection of i-th row and k-th column holds number of data points assigned both by
cluster labeling to cluster Ej and automated clustering to cluster Ck.

Based on confusion matrix M we calculate two helper matrices for splitting and
merging strategies defined respectively by Equations (1) and (2).

Hsplit
i,j =

Mi,j

H(Mi)
∑

j∈1...m
Mi,j

(1)

Where H(Mj) is entropy calculated for j-th column (i.e. Cj cluster). The mea-
sure defines consistency of automated clustering with expert clustering, normalized by
number of points. The Hmerge measure is l2 normalized matrix M along row axis.

Hmerge
i,j =

Mi,j

||Mi||2
(2)
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These two matrices are later used for the purpose of generation of split and merge
recommendations. Fig. 1 depicts the two simplified datasets with two possible scenarios
covered by our method. These datasets will be used to better explain mechanisms for
splitting and merging recommendations discussed in following sections.

Fig. 1: Synthetic datasets with clusters to split (top row) and clusters to merge (bottom
row). Columns in the figure represent clustering preformed with expert knowledge, au-
tomated clustering, and Hsplit matrix (upper) and Hmerge matrix (lower). Dotted lines
define bounding boxes for the decision stump explanation mechanism.

3.1 Recommendation generation

Having created the Hsplit and Hmerge matrices, we generate two types recommenda-
tions out of it: splitting and merging.

Splitting. This recommendation aim at discover clusters that were incorrectly assigned
by expert knowledge. Such a case was depicted in Fig. 1 in the upper left plot. This
operation can be performed using Hsplit matrix in a straightforward way. The cluster
that is recommended for splitting is chosen by investigating values corresponding to
it in Hsplit matrix. Values that lie on the intersection of investigated expert cluster
and automated cluster, and that are greater than defined threshold εs are marked as
candidates for splitting:

Candidatesi =
{
Cj : H

split
i,j > εs

}
For the example in Fig. 1 the recommendation will look as follows:

SPLIT EXPERT CLUSTER E_2
INTO CLUSTERS [(C_0, C_2)] (Confidence 0.98)
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The confidence of split is an average of Hsplit
i,j values associated with candidates for

splitting normalized by the maximum entropy. The maximum entropy depends on the
number of expert clusters to merge, and equals 0.5 in this recommendation case.

Merging. This recommendation goal is to detect concepts that were incorrectly labelled
by an expert knowledge as two clusters. Such a case is depicted in Fig. 1 in lower left
plot. Candidates for merging are chosen using Hmerge matrix. Because the matrix is
l2 normalized along rows, calculating dot product of selected rows produces cosine
similarity between them. This cosine similarity reflect the similarity in the distribution
of data points spread over the automated discovered clusters. If two expert clusters
have similar distribution of points over automatically discovered clusters this might be
a premise that they share the same concept and should be merged. Such a case was
depicted in Fig. 1 in lower right plot. Similarly as in the case of splitting a threshold
εm is defined arbitrarily that denotes the lower bound on the cosine similarity between
clusters to be considered as merge candidates.

Candidatesm =
{
Ej , Ek : sim(Hmerge

j , Hmerge
j ) ≥ εm

}
The merge recommendation is generated as follows. The confidence value is calculated
as a cosine similarity between rows associated to candidates E0, E1 in Hmerge matrix.

MERGE EXPERT CLUSTER E_0 WITH EXPERT CLUSTER E_1
INTO CLUSTER C_1 # (Confidence 1.0)

In the next section, the justification of the split and merge recommendation are dis-
cussed.

3.2 Recommendation explanation

Once the recommendation is generated it is augmented with an explanation. Depending
on the recommendation type, the explanation is created differently.

Splitting recommendation. In case of this type of recommendation we transform the
original task from clustering to classification, taking automatically discovered cluster
labels as target values for the classifier.

Then, we explain the decision of a classifier to present an expert why and how two
(or more) clusters Ci, Cj , . . . , Cn that were formed by splitting original one are differ-
ent from each other. An explanation is formulated in a form of a rule that uses original
features as conditional attributes, to help expert better understand the difference be-
tween splitting candidates. We use the Anchor algorithm for that [10].

The explanation for the splitting of cluster E2 presented in Fig. 1 looks as follows:

C_0: x1 > 0.88 AND x2 > 3.61 (Precision: 1.00, Coverage: 0.21)
C_2: x1 <= -1.51 (Precision: 1.00, Coverage: 0.25)

If the difference is important, the clusters can be split and the rules generated above
can be added to knowledge base. The final decision on weather splitting E2 into C0 and
C2 is needed, is left to the expert.
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Alternatively a decision stump can be build on the dataset narrowed to points that
form clusters candidates C0 and C1 and its visual form can also be presented to an
expert. It is worth noting that the decision stump can be different than Anchor rule,
as the former is build on just a fraction of data, while Anchor takes into consideration
whole dataset.

The decision stump for the case discussed in this section is given in Fig. 2a. The
cyan bounding-box in Fig. 1 in the upper middle plot roughly defines the dataset used
for building the decision stump.

x 1  < =  - 0 . 2 3 2
g in i  =  0 .5

s a m p l e s  =  6 6 2
va lue  =  [331 ,  331]

c l a s s  =  2

g in i  =  0 .084
s a m p l e s  =  3 4 3

va lue  =  [15 ,  328]
c l a s s  =  0

T r u e

g in i  =  0 .019
s a m p l e s  =  3 1 9

va lue  =  [316 ,  3 ]
c l a s s  =  2

Fa l se

(a) Decision stump for the split.

x 2  < =  2 . 4 1 5
g in i  =  0 .5

s a m p l e s  =  6 0 0
va lue  =  [300 ,  300]

c l a s s  =  0

g in i  =  0 .398
s a m p l e s  =  2 9 9

va lue  =  [82 ,  217]
c l a s s  =  1

T r u e

g in i  =  0 .399
s a m p l e s  =  3 0 1

va lue  =  [218 ,  83]
c l a s s  =  0

Fa l se

(b) Decision stump for the merge.

Fig. 2: Decision stumps for explanations of recommendations.

Merging recommendation. In explanation for merging recommendation we use the
same approach as previously described. The difference is that the classification models
are now trained with expert labels as target.

After that the explanation that answers the questions how two expert clusters Ei

and Ej are different from each other while looking at them not through the definition
in knowledge base, but in data.

The answer to this question is given in a form of Anchor rules, and the final decision
left to an expert. The explanation for the case presented in Fig. 1 is given below:

E_0: x2 <= 5.16 AND x1 > 0.23 (Precision: 0.74, Coverage: 0.32)
E_1: x1 <= 3.73 (Precision: 0.58, Coverage: 0.50)

Similarly to splitting explanation a decision stump can be created as presented in
Fig. 2b. The results are again slightly different than in case of the Anchor explanation,
as the decision stump is build only on a fraction of the data and can omit other variable
dependencies. The cyan bounding-box in Fig. 1 in the lower left plot roughly defines
the dataset used for building decision stump.

4 Summary

In this paper we presented a framework for expert knowledge extension with a us-
age of clustering algorithms for multidimensional time series. We described how auto-
mated mechanism for labeling device operational states can be used to refine expert-
based labeling and demonstrated its functionality on a synthetic, reproducible scenario.
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These refinements was defined by us as splits and merges of expert labeling and were
augmented with detailed explanations. The explanations were formulated as rules and
therefore can be easily interpreted incorporated with expert knowledge.

For the future works, we plan to extend the framework with additional methods
supporting splits and merges. In particular we would like to exploit different linkage
methods known form hierarchical clustering for merges and clustering metrics, such as
silhouette score for splits.
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