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Abstract. IoT and smart systems have been introduced into the ad-
vanced manufacturing, especially 3D printing with the trend of the fourth
industrial revolution. The rapid development of computer vision and IoT
devices in recent years has led the fruitful direction to the development
of real-time machine state monitoring. In this study, computer vision
technology was adopted into the Smart Connected Worker (SCW) sys-
tem with the use case of 3D printing. Specifically, artificial intelligence
(AI) models were investigated instead of discrete labor-intensive meth-
ods to monitor the machine state and predict the errors and risks for the
advanced manufacturing. The model achieves accurate supervision in
real-time for twenty-four hours a day, which can reduce human resource
costs significantly. At the same time, the experiments demonstrate the
feasibility of adopting AI technology to more aspects of the advanced
manufacturing.

Keywords: Object detection - Machine state monitoring - Smart con-
nected worker - 3D printing

1 Introduction

1.1 Background and Motivation

New computer chips are constantly refreshing the computing efficiency per unit
area within the framework of Moore’s Law [I]. At the same time, GPUs designed
for parallel computing have accelerated the development of artificial intelligence
(AI). Among these achievements in AT algorithms, the development of computer
vision models has been particularly remarkable. With the advent of computer
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vision models, numerous real-time object detection and classification algorithms
have been proposed. In particular, real-time image processing, due to its abil-
ity to extract high-level information from digital inputs with great efficiency, is
widely used in realms ranging from facial recognition to self-driving cars. Since
the processing of visual data is mainly performed by human labor in the current
manufacturing realm, computer vision-based real-time monitoring was developed
to replace the traditional discrete labor-intensive monitoring. The filtering al-
gorithm with a trained vision model was combined into an automated system
capable of monitoring a 3D printer through an internal camera in real-time to
recognize objects. This paper describes in detail the comprehensive process in-
cluding object analysis, data collection, algorithm implementation, model train-
ing, and result evaluation. Utilizing this system, the defined 9 working states of
the 3D printer were successfully identified with high accuracy and low cost.

1.2 Related Works

Computer vision enables the extraction of features from image and video con-
tent for the purpose of identification and inference. Recent advances in this field
sparked the development of various algorithms and pushed the manufacturing
processes to be more efficient and intelligent [2]. An intelligent system using the
computer vision method was tested to raise production efficiency under a cloud-
based additive manufacturing setting [3]. Using the computer vision method
combined with machine learning techniques, an autonomous system was estab-
lished to perform powder classification from images containing different powder
features [4].

Object detection is one of the techniques within the computer vision field,
and much effort has been centered around developing algorithms and methods for
its efficient applications in the manufacturing of various kinds. Recent endeavors
have exhibited the potential of applying deep learning algorithms in object de-
tection. For example, Convolutional Neural Network (CNN) was demonstrated
to outperform traditional methods in extracting features from raw data with
promising accuracy [5]. Deep Convolutional Neural Networks (DCNN) is a state-
of-art approach for object detection, but it is suggested that further models need
to be established to allow real-time scenario applications [4]. To improve the per-
formance of object detection models, a technique of generating synthetic training
data to train CNN was proposed, which significantly reduced the training time
[6]. An algorithm was introduced to generate high accuracy object detection
based on joint impedance control, which resulted in high flexibility of manufac-
turing devices [7]. In addition, remarkable progress was also made in making the
object detection model robust to domain shifting and obtaining high training
accuracy and efficiency [8]. A Hybrid Smart Region-Based Detection (SRBD)
combined several existing object detection algorithms such as YOLO, R-CNN,
to accommodate their shortcomings and obtained a high detection accuracy [9].

In recent years scholars and professionals have also made efforts to deploy
object detection methods in smart systems through IoT devices. For instance,
an object detection algorithm was employed in IoT-based embedded devices
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[10], while maintaining the minimal impact that comes from the variation of en-
vironmental conditions. Automated object detection in urban surveillance sys-
tems extracted vehicle license plates from images accurately while reducing data
storage in the systems [T1]. A deep learning-based object detection system [12]
successfully sent keywords through Raspberry Pi to Alexa smart speakers us-
ing JSON script, thus realizing the implementation of a camera-based smart
speaker system. Object detection was partnered with a robot activity support
system to enable everyday activity monitoring and assessment in a smart home
environment [13].

1.3 Research Contribution

This paper proposes an automated system for the real-time monitoring of 3D
printers. The major contributions in this work are:

Object detection and image processing techniques were adopted from the
realm of computer vision and integrated into the advanced manufacturing sys-
tems with a use case in 3D printing. Using a carefully selected dataset from
diverse experimental configurations, a YOLO-based model was trained and is
capable of identifying the exact positions of major components in real-time with
promising efficiency and accuracy.

Based on the results acquired from the pre-trained machine learning model,
a real-time filtering algorithm for both the identification and classification of the
3D printer’s machine states was developed. By constantly recording the positions
of 3 major components of the 3D printer, the algorithm serves as a supervisor
that checks for faulty behaviors in the 3D printing processes. By recognizing
the start of each printing section, and by remembering the past actions of the
printer’s components, the algorithm can not only identify the current machine
status but also predict the future ones.

This work encapsulated the pre-trained model and the filtering algorithm
into one automated system for the behavior-supervision and status-monitor of
3D printers. Since all components are working at low cost and in real-time, the
proposed work would fit smoothly into the advanced manufacturing systems that
are related to 3D printing and may serve as either a replacement of human labor
or as an auxiliary unit.

2 Background

2.1 3D Printer Monitoring

For a traditional 3D printer, there are three essential interior components that
work together during printing: the extruder that ejects the material for printing,
the build plate that serves as the supporting platform, and the motor axis that
controls the movement of the extruder.

Meanwhile, during the process of printing a part, a 3D printer must go
through the following main states in sequential order: the initialized state,
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where the printer starts up and processes the printing command(s); the testing
state, where all components ready their positions; the calibration state, where
the extruder calibrates its location and finds the starting position; the heating
state, where the nozzle and chamber heat up; the printing state, where the
extruder ejects the model and support materials onto the build plate; the end-
ing state, where all components are reset to their original positions. The goal
is to predict the 3D printer’s machine state in real-time through the position of
three essential interior components by analyzing the interior camera image via
an object detection algorithm.

2.2 Object Detection Algorithms

Region Based Convolutional Neural Networks (R-CNN) Traditional
methods which utilize the CNN [I4] are suited for classifying images by ex-
tracting features. However, real-world inputs that compress numerous objects
with distinct characteristics will render these methods computationally expen-
sive. Therefore, the R-CNN architecture [I5] combines a regional selective search
with the CNN model to solve this problem. In the R-CNN’s architecture, the
input image is first segmented into numerous small regions. Based on certain
features, such as the similarity in color and texture, these small regions are com-
bined together into larger pieces via a greedy algorithm. After warping these
pieces into a single region, Graph Neural Networks (GNN) is applied to extract
feature vectors that are later classified by a Support Vector Machine (SVM)
[16]. Even though the R-CNN method serves as a promising baseline for object
detection, the slow testing process greatly limits it in real-time image analysis.
Therefore, other methods, such as the Single-shot Detectors (SSD) have been
proposed.

Single-shot Detectors (SSD) Instead of generating proposed regions with a
dedicated algorithm, SSD [I7] utilize predetermined bounding boxes for training,
thus eliminating the time spent on region proposals, and achieving much higher
inference speed as compared to the R-CNN model. In terms of structure, SSD
generally consists of two main components, as shown in Figure [I} a base neural
network for performing general feature extractions, and auxiliary network layers
with decreasingly sized filters for the final classification.

During the training process of the SSD, digital images with predetermined
bounding boxes around each target object are fed into the first component of the
model. By passing through the convolutional and pooling layers of a pre-trained
classification neural network, such as the Visual Geometry Group from Oxford
(VGG16) [18], features of the input image can be extracted into mappings. For
each portion of a feature mapping, default bounding boxes (anchor boxes) with
diverse shapes and scales are assigned. Using matching strategies such as the
maximization of Intersection over Union (IoU), the anchor boxes most similar
to the ground truth are filtered out and treated as positive samples, while the
rest are identified as negatives. Finally, by passing the processed data through
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Fig. 1. Illustration of the SSD Structure

an auxiliary set of convolution layers with decreasing sizes, the SSD model is
able to produce final classification results for objects of multiple scales.

As a single-shot method, the SSD is able to achieve object detection with
high accuracy and competent inference speed. Therefore, the SSD model, namely
the You Only Look Once (YOLO) algorithm, was adopted for the construction
of a real-time monitoring system.

3 Methodologies

3.1 An YOLO-based Object Detection Model

YOLO [19] is a state-of-the-art real-time object recognition algorithm based on
the SSD method. By applying a single neural network to the full input image,
YOLO is able to predict both the class and position of bounding boxes within
one evaluation, hence achieving great accuracy and efficiency. Therefore, the
proposed object detection model is based on the YOLO algorithm for acquiring
the locations of three critical components in the 3D printer in real-time.

Data Preprocessing Alongside the digital image that serves as the input,
predetermined class labels, as well as bounding boxes, are also fed into the
model as the ground truth. Specifically for each ground-truth bounding box,
four descriptors were recorded: the center x-coordinate, the center y-coordinate,
the width (b, ), and the height (by,). For each input image encoded in the RGB
color model, the scale was standardized by resizing it into 416 x 416 (unit:
pixel) before plugging it into the model. During data preprocessing as shown in
Figure [2] a one-hot encoding of the class labels was concatenated after the four
descriptors of the ground-truth bounding boxes, and arrive at a single vector
consisting of all the information for each of the input images. In the next step,
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the input image was split into 19 x 19 grid cells for identifying the exact location
of each detection item. An object of interest is only considered as belonging to
a certain cell if its center is within the boundaries of that cell.

bu

by, B Ground Truth

19

Resize Y | Split

Grid Cells for Prediction

Input Image 416 x 416

Fig. 2. Illustration of the preprocessing stage

Training For the training process, 3 predefined anchor bounding boxes are
assigned to each of the grid cells. Subsequently, the anchor boxes were passed
with the predetermined input information into deep CNN architecture of YOLO
version 3 [20]. The 13 x 13 scaled feature map was achieved by down-sampling
the input image with a stride of 32. For each of the 3 anchor boxes, the probability
of containing a certain class of item (i.e., the bounding box probability) using the
Intersection over Union (IoU) was extracted. Similar to the previously mentioned
steps of an SSD, the anchor boxes most similar to the ground truth are filtered
out, while the others are omitted. The same procedure was applied to the 16 x
16 and 8 x 8 down-sampled sizes to capture information of various scales.

Data Output After being fed into the model for inference, the original in-
put image, resized into 416 x 416, is delivered as the output, followed by the
predicted bounding boxes acquired from the network. For each object of inter-
est, the following parameters were acquired: the center x-coordinate, the center
y-coordinate, the width, the height, and a confidence score measured as a prob-
ability that indicates how certain the model believes that the bounding box
contains the correctly predicted object. Specifically, the confidence score is cal-
culated by taking the product of the IoU (Intersection over Union between the
ground truth and the bounding box) and the probability that an object is in the
bounding box (Pr(Object)). This detected information serves as the input to the
filtering algorithm for the proceeding process of machine state identification.
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3.2 A Filtering Algorithm for Machine State Identification

With the output gained from the YOLO-based object detection model, a fil-
tering algorithm was developed for identifying the machine states of the 3D
printer. By comparing the positions of the machine components against all pos-
sible combinations, the filtering algorithm is able to filter out the most likely
current machine state from all possible machine states. In particular, the fol-
lowing 3 critical components of the 3D printer were primarily focused on the
extruder, the build plate, and the motor axis.

Defining the Variables In order to predict the state of the 3D printer, both
the precise and relative positions of each and every major component need to be
located. Therefore, the following numerical variables for locating the components
inside the 3D printer were defined: e, is the vertical-coordinate of the center of
the extruder (identifying its horizontal position), e, is the horizontal-coordinate
of the bottom of the extruder (identifying its height and relative position to the
camera), b,, is the horizontal coordinate of the top of the build plate (identifying
its height). All of these three variables can be easily calculated from the bounding
box outputs of the object detection algorithm.

Predicting the States With the object detection’s output, the predefined vari-
ables were calculated to predict the 3D printer’s machine states. As introduced
in the background, 6 main states of the 3D printer (listed in logical order) were
mainly predicted: the initialized state, the testing state, the calibration state,
the heating state, the printing state, and the ending state. In particular, the
printing state, being the most complex one, has four sub-states: the printing
and wiping of the support material, as well as the printing and wiping of the
model material. For ease of representation, the printing state was considered as
one unified state in the subsequent sections.

Since the printing process of almost any 3D model has to go through the
same order of steps as introduced in the background, the detailed logic on how
to predict the machine states based on the positions of the printer components
obtained from the YOLO-based object detection model was provided as follows:

Initialized State : the extruder is at the left-back corner, while the build plate
is at the bottom;

Testing State : the extruder remains at the same position, the build plate
elevates to the top;

Calibration State : the extruder moves forward, while the build plate remains
at the same position;

Heating State : the extruder returns to the left back corner, while the build
plate remains at the same position;

Printing State : the extruder moves at the front positions, while the build
plate gradually descends;

Ending State : the extruder returns to the left back corner, while the build
plate descends to the bottom.
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Even though the position of the motor axis is not directly included in the pre-
diction of the machine state, it can be used as an auxiliary piece of information
for validation.

For a real-time image acquired from the camera and processed by the object
detection algorithm, whether the positions of the printer components match
the prior-listed combinations aided us in identifying the machine state of the 3D
printer at that exact time. This algorithm was considered as a filter that extracts
the machine state from only looking once at the position results obtained from
the object detection algorithm.

After predicting the current machine state, the information was stored in a
record to retrieve the past states that a 3D printer went through for further
processing and analysis, such as energy disaggregation. In addition, by storing
the past machine states and following the logical order of the printing steps,
the proposed model is able to check whether an unexpected error occurs by
predicting the future machine states. Since both our object detection model,
as well as our filtering algorithm, runs in real-time, a single workflow can be
combined for predicting the machine state of a 3D printer in real-time.

4 Experimental Evaluation

In this section, the YOLO-based object detection model was trained and val-
idated on a carefully selected dataset to assess its feasibility to be utilized in
real-time machine state predictions of the realm of manufacturing systems. By
testing on real-time data acquired during a real-world working scenario, the
accuracy and efficiency of the proposed model were further evaluated.

4.1 Dataset

Camera Setting For collecting image frames from the 3D printer, an SVPRO
Fisheye Lens 180 degree USB heat-resistant camera with resolution 1080P and
frame rate 30 frames per second (fps) was installed inside the Stratasys uPrint
SE 3D Printer. To capture critical objects as needed, the camera was fixed on
the interior door of the 3D printer. To increase the image quality, the LED
lights inside the 3D printer were kept on with the lights on in the laboratory
during image collection. Finally, a python program was developed using the
OpenCV package [2I] to get frames from the camera at a rate of 5 fps, and
then saved as the initial training dataset. This python program also implements
"start capturing” and ”stop capturing” as a graphical user interface to facilitate
data collection.

Image Collection After setting up the dataset collection process, the 3D
printer was set up to print a sample model within approximately 8 minutes
to finish. When the 3D printer showed “finished”, image capturing was stopped
right away. As a result, there were a total of around 2400 image frames collected.
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However, as shown in Figure [p| there were around 100 images among this train-
ing set that was very obscure because of the extremely fast movement of the
extruder during the printing process, which made them invaluable for training.
To filter a valid training dataset, these images were dismissed.

4.2 Training and Experimental Configurations

Image Labeling For each output image from the training set, the YOLO Visual
Object Tagging Tool (VoTT) vl software was utilized to give the bounding boxes
as well as labels that serve as the ground truths. As shown in Figure[3] for each of
the 2300 training images, rectangle bounding boxes were drawn for each object
on observation of our eyes. The output folder from VoTT contains three parts:
the first part is a folder including original images with corresponding text files
storing each class’s bounding box coordinates; the second part has two text files,
which separates the original training dataset into training data and validation
data (specifically after performing random shuffle on the entire dataset, the first
80% of the dataset was split and selected for training, while the remaining was
selected for validation); the third part is a text file containing the reference of
the first two parts.

Add Tag

Fig. 3. Training images with the ground-truth bounding boxes and labels.

Model Training Configurations For the training process of the YOLO-based
object detection algorithm, the configurations as listed in Figure [f] were adopted.
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Furthermore, 4 GPUs from the Pacific Research Platform (PRP) Kubernetes
Nautilus cluster cloud platform [22] were deployed to increase the computing
speed during training.

Number of Classes: 3 Image Height: 416 pixels Image Width: 416 pixels
Momentum: 0.9 Batch Size: 64 Decay Rate: 0.0005
Learning Rate: 0.0001 Steps: 100, 25000, 35000 Scales: 10, 0.1, 0.1

Fig. 4. Model Configurations

4.3 Results and Discussion

Object Detection After a training time of 3 hours using the Nautilus GPU
cluster cloud platform, the object detection model converged after 10000 iter-
ations. The average class detection accuracy is 0.999 and the average IoU is
0.922. The average inference speed is approximately 0.010 seconds per frame
with GPU, which is a sufficient efficiency for real-time object detection.

For testing and validation, a high-resolution sample video from the internal
camera of the 3D printer was recorded, which consists of all the stages of the
printing process. A total of 2122 image frames were exacted from the video and
fed into the trained object detection model. Among the 2122 testing images, the
model accurately predicted the bounding box positions of 2011 frames with an
average confidence score of 0.87, thus achieving an average prediction accuracy
of approximately 94.8%. This accuracy was considered to be sufficient for the
subsequent machine state prediction.

Training data Detection result Detection result Training
comparison 1 Comparison 2 performance
and result:

Light
environment
training

Converged
in 10000
epoches
loU: 0.922

Dark
environment
training

Converged
in 40000
epochs

loU: 0.702

Fig. 5. Training environment comparison
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Machine State Prediction A web-based Graphical User Interface (GUI) was
developed for displaying the results obtained from the machine state prediction
algorithm, as shown in Figure[6] Specifically, dark blue marks the past machine
states that have been recorded, green marks the current machine state, while
light blue marks the machine state that should follow the current one. In a well-
lit testing environment that is similar to the training configurations of the object
detection model, our algorithm achieves a perfect prediction of the machine
states, provided that the object detection results are accurate.

Discussion The YOLO-based object detection model achieved an average pre-
diction accuracy of approximately 94.8% as well as a 100 fps frame rate during
real-time evaluation. Other object detection models that may serve as candidates
for the proposed approach include the traditional R-CNN methods. As demon-
strated by Redmon et al. [23] with the Common Objects in Context (COCO)
dataset [24], even though R-CNN models may achieve satisfactory or even better
detection accuracy, their inference speed seldom exceed 20 fps and is significantly
slower than YOLO, which can achieve an inference speed up to 220 fps.

In order to further evaluate the performance of the proposed model, Mask R-
CNN [25], a state-of-the-art R-CNN object detection model, was adopted as the
baseline. Specifically, the same 2300 training images were labeled and split into
the training and validation dataset and were trained in the Mask R-CNN with
default configurations. After 50 epochs, the model converged and was tested with
the same 2122 image frames that were collected during the experiment. Among
the total 2122 test images, 2032 frames predicted all bounding box positions
correctly, achieving an average accuracy of approximately 95.8%, which is only
slightly higher than the accuracy of the proposed model (94.8%). However, the
average inference speed for Mask R-CNN on the test dataset was approximately
0.17 seconds per frame (equivalent to 6 fps), which is significantly slower than
the frame rate of the proposed model (100 fps).

As shown in Figure[7] even though Mask R-CNN was able to achieve slightly
higher accuracy by performing both bounding box detection and instance seg-
mentation, the actual locations of the bounding boxes produced by both models
were very similar. Since the filtering algorithm for machine state prediction only
requires accurate bounding box coordinates, the two models’ accuracy is ap-
proximately equivalent. However, Mask R-CNN’s slow inference speed (6 fps) is
insufficient for real-time monitoring, whereas the proposed model’s competent
accuracy and efficiency are more suitable for integration into smart manufactur-
ing systems.

5 Conclusion

In this paper, the object detection model, as well as the filtering algorithm, were
developed and serve as a real-time workflow for monitoring the 3D printer’s
machine states. By feeding real-time image frames directly into a pre-trained
YOLO-based object detection model, the positions of the critical components
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Current Machine State
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Model side T

Support side [ Printing Support |

Fig. 7. Test results of Mask R-CNN (left) and the proposed model (right)

of the 3D printer were acquired to predict and record the machine states via
the filtering algorithm. The proposed model and algorithm achieved exceptional
accuracy and efficiency while testing in an environment that is similar to the
training set. Future efforts in this direction would include detecting the machine
states of more sophisticated machinery, as well as under more diverse environ-
ments. Our work suggests the possibility of adopting state-of-the-art computer
vision algorithms for more advanced manufacturing systems, such as the smart
connected worker.
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