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Abstract. Numerical optimization procedures have been widely used in the de-
sign of microwave components and systems. Most often, optimization algorithms 
are applied at the later stages of the design process to tune the geometry and/or 
material parameter values. To ensure sufficient accuracy, parameter adjustment 
is realized at the level of full-wave electromagnetic (EM) analysis, which creates 
perhaps the most important bottleneck due to the entailed computational ex-
penses. The cost issue hinders utilization of global search procedures, whereas 
local routines often fail when the initial design is of insufficient quality, espe-
cially in terms of the relationships between the current and the target operating 
frequencies. This paper proposes a procedure for automated adaptation of the 
performance requirements, which aims at improving the reliability of the param-
eter tuning process in the challenging situations as described above. The proce-
dure temporarily relaxes the requirements to ensure that the existing solution can 
be improved, and gradually tightens them when close to terminating the optimi-
zation process. The amount and the timing of specification adjustment is gov-
erned by evaluating the design quality at the current design, and the convergence 
status of the algorithm. The proposed framework is validated using two examples 
of microstrip components (a coupler and a power divider), and shown to well 
handle design scenarios that turn infeasible for conventional approaches, in par-
ticular, when decent starting points are unavailable. 

Keywords: Microwave design, simulation-based optimization, performance re-
quirements, design specification adaptation. 
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1 Introduction 

The involvement of numerical optimization techniques has been constantly growing in 
the area of high-frequency electronics [1], [2]. Parameter tuning through rigorous opti-
mization replaces interactive methods, mostly involving parameter sweeping, due to 
inadequacy of the latter. Topologically complex designs developed to meet the de-
mands of emerging application areas (wireless sensing [3], Internet of Things (IoT) [4], 
5G communications [5], autonomous vehicles [6]) require simultaneous adjustment of 
multiple variables and handling several performance figures and constraints. For relia-
bility reasons, design closure is normally executed with the aid of full-wave electro-
magnetic (EM) analysis. EM-driven tuning is especially important for compact devices 
[7], [8], where common miniaturization means such as replacing conventional trans-
mission lines by compact microstrip resonant cells (CMRCs) [9], [10], or incorporation 
of defected ground structures [11], lead to cross-coupling effects that cannot be ac-
counted for by equivalent network models.  

The major bottleneck of simulation-based microwave optimization is its high com-
putational cost. It can be alleviated using various means such as utilization of adjoint 
sensitivities [12], sparse sensitivity updates [13], or surrogate-assisted procedures in-
corporating both data-driven [14], and physics-based replacement models [15]. Ap-
proximation models (e.g., kriging [16], support vector regression [17], polynomial 
chaos expansion [18], neural networks [19]) are fast and widely accessible but they are 
strongly affected by the curse of dimensionality. The methods of the second group (e.g., 
space mapping [20], response correction methods [21]) are more immune to dimen-
sionality issues but require an underlying lower-fidelity model, which has to be cus-
tomized for a given problem and application area. Another option are variable-fidelity 
methods such as co-kriging [22], or machine learning frameworks [23]. 

Computational efficiency is one of the essential aspects of the optimization routines. 
In many cases, the reliability, understood as the capability of the algorithm to deliver a 
satisfactory solution, is even more important. An example is the lack of good initial 
designs, which commonly occurs whenever the component at hand is to be re-designed 
to different operating frequencies. Another example is optimization of CMRC-based 
devices [9], where identification of a decent starting point may be difficult due to sig-
nificant topology modifications incurred by the incorporation of the compact cells. Lo-
cal search routines are prone to a failure under such circumstances, whereas utilization 
of global optimizers is associated with significant CPU expenses. The techniques out-
lined before [12]-[23] are mostly focused on achieving the computational speedup. 
Combining surrogate modelling methods with nature-inspired algorithms (e.g., [24]) 
may be a step towards reliability improvement, yet applicability of such methods is 
limited in microwave design due to high level of nonlinearity of the system outputs. As 
a matter of fact, only low-dimensional cases can be treated this way [25]. 

This paper proposes an alternative approach to improving the reliability of micro-
wave design closure using local search procedures. The major component of our tech-
nique is  design specification adaptation, which operates by adjusting the performance 
specifications on the grounds of the misalignment between the target and the actual 
operating frequencies and/or bandwidths of the device of interest. At the initial stages 
of the optimization process, the specifications are relocated to the vicinity of the actual 
operating frequencies, and gradually tightened to eventually reach their original values 
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upon the convergence of the process. The major advantages of the proposed methodol-
ogy include: (i) reducing the sensitivity of the search process to the starting point qual-
ity, (ii) enabling the possibility of system re-design within wide frequency ranges by 
means of local algorithms, (iii) eliminating the need for global procedures when han-
dling challenging design scenarios. The presented framework is validated using two 
microstrip circuits, a branch-line coupler and a power divider. Successful optimization 
is demonstrated using inferior initial designs at which the operating conditions are se-
verely misaligned with respect to the targets.  

2 Microwave Design Closure with Adaptive Adjustment  
of Design Requirements 

This section introduces the concept and the implementation of the adaptively adjusted 
performance requirements. For the sake of illustration, it is incorporated into the trust-
region gradient-based algorithms, although the adaptation procedure itself is generic, 
i.e., can be combined with various iterative search routines. 

 
2.1 Adaptive Adjustment of Performance Requirements. The Concept 

The purpose of this work is to improve the reliability of EM-driven design closure of 
compact microwave circuits with the emphasis on handling poor initial designs. As 
mentioned before, a representative situation is dimension scaling of a given structure 
for the operating frequencies that are distant from those at the current design. The task 
is particularly challenging when the system at hand features narrow-band characteris-
tics, and local optimization routines are prone to a failure. At the same time, globalized 
procedures (e.g., nature-inspired algorithms [26]) tend to be prohibitively expensive. 

We begin by recalling the simulation-based parameter adjustment problem formula-
tion. The assumption is that the intended operating frequencies of the circuit are fk, k = 
1, …, N; here, N stands for the number of the operating bands. These frequencies are 
assembled into the target vector F = [f1 … fN]T. The EM-evaluated system response will 
be denoted as S(x), where x is the vector of independent design variables. The design 
problem is defined as 

* arg min ( ( ), )U
x

x S x F                                                 (1) 

The function U in (1) is a scalar metric of the design utility. For the sake of clarification, 
let us consider a coupler circuit, which is to operate at the centre frequency f0. The 
characteristics of interest (all complex functions of frequency) are matching S11, trans-
mission S21 and S31, and port isolation S41. The coupler is supposed to provide an equal 
power split, i.e., |S21| = |S31| at f0 (here, |.| stands for the modulus of the complex number), 
and minimize both matching and isolation, also at f0. Having this in mind, the objective 
function is formulated as follows 

 
   

11 21 41 41 0

2

11 0 41 0 21 0 31 0

( ( ), ) [ ( , ), ( , ), ( , ), ( , )],[ ]

max | ( , ) |,| ( , ) | | ( , ) | | ( , ) |

U U S f S f S f S f f

S f S f S f S f

 

 

S x F x x x x

x x x x
                 (2) 

In (2), minimization of |S11| and |S41| is executed explicitly, whereas the equal power 
split condition is handled by means of a penalty function. 

ICCS Camera Ready Version 2021
To cite this paper please use the final published version:

DOI: 10.1007/978-3-030-77970-2_15

https://dx.doi.org/10.1007/978-3-030-77970-2_15


4 

The typical challenges pertinent to parameter tuning have been illustrated in Fig. 1. 
There are two initial designs shown in the picture, one of which (marked black) is of 
sufficiently good quality to ensure that local optimization is capable of identifying the 
optimum at the target operating frequency. The second design (marked grey) is severely 
misaligned frequency-wise with respect to the target, and local search initiated from 
this point fails. 

In this work, we aim at the conceptual development and implementation of the algo-
rithmic framework capable of handling situations such as those illustrated in Fig. 1, while 
using local algorithms. This is realized by an adaptive adjustment of performance require-
ments, where the target operating frequencies are relocated having in mind the circuit 
characteristics at the current design. In particular, we strive to ensure attainability of the 
re-adjusted specifications at each iteration of the optimization algorithm. Clearly, the de-
sign requirements are to reach their original values upon the algorithm convergence. 

The concept of design specifications adaptation has been graphically illustrated in 
Fig. 2. As the operating frequency at the initial design is away from the target, the 
specifications are relocated to about 1.1 GHz to become attainable by means of local 
search. The adjustments are subsequently made at each iteration of the process based 
on the operating frequency of the current design. Examples of intermediate stages are 
shown in Figs. 2(b) and 2(c). Towards the end of the optimization run, the target is 
allocated at its original value. It should be noted that performance requirement reloca-
tion and design update (e.g., within the iteration of a descent procedure) are interleaved. 
This allows for accomplishing the entire procedure within a single algorithm run. Sec-
tion 2.2 will provide a rigorous formulation of the adaptation scheme. 

 
2.2 Adaptive Adjustment of Performance Requirements. The Procedure 

The proposed scheme for adaptive adjustment of performance requirements is devel-
oped having in mind the following factors: 

 The amount of performance requirement adjustment should be computed using 
the actual operating frequencies of the current design; 

 The attainability of the relocated specifications using local search should be en-
sured at each stage of the process; 

 The aforementioned assessments should be accomplished at low computational 
expense, ideally without involving any additional full-wave EM simulations. 
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The cost issue is particularly important from the perspective of practical utility of 
the optimization procedure. In this paper, the aim is to incorporate the specification 
adjustment procedure into gradient-based procedures, specifically, the trust-region 
framework briefly outlined in Section 2.3. Therein, the primary tool employed to render 
the candidate designs is the first-order (linear) expansion model of the circuit frequency 
characteristics. It is constructed using the Jacobian matrix, which needs to be estimated 
before each iteration of the trust-region algorithm as a part of its operation. Conse-
quently, it is available at no extra cost. 

For the purpose of subsequent considerations, we will denote the Jacobian matrix, 
representing the gradients of all relevant system outputs at the design x, as J(x). The 
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optimization algorithm is assumed to be iterative and to generate a series x(i), i = 0, 1, 
…, which are approximations of the optimum x* of (1). The design x(0) stands for the 
starting point. Let  

( ) ( ) ( ) ( )( ) ( ) ( ) ( )i i i iL    x S x J x x x                                          (3) 

be the first-order model of S(x) at the design x(i). We consider an optimization sub-
problem 

( )

( )

|| ||
arg min ( ( ), )

i

tmp i

D
U L

 


x x
x x F                                              (4) 

where D is a search radius. The value of D is not critical, and will be set to unity in the 
numerical experiments of Section 3. 

We use the following factors to adjust the design specifications in the course of the 
optimization process: 

 The improvement factor Fr defined as 
 ( ) ( ) ( )( ( ), ) ( ( ), )i tmp i i

rF U L U L x F x F                                   (5) 

 The distance between the actual operating frequencies of the circuit at x(i), de-
noted as Fc = [fc.1 … fc.N]T, and the target frequencies F = [f1 … fN]T, defined as  

|| ||c cD  F F                                                       (6) 

Herewith, Fr is used to evaluate the capability to improve the design when using x(i) as 
the starting point. Dc is employed to ensure that the current (re-adjusted) performance 
requirement are sufficiently close to the actual operating frequencies of the circuit, also 
at x(i). Furthermore, the two acceptance thresholds are defined, Fr.min and Dc.max, and 
used to establish the conditions for performance requirement relocation. These are: 

 Fr < Fr.min, which indicates that the current design is unlikely to be improved 
when starting from x(i), or 

 Dc > Dc.max, which indicates that the operating frequencies at x(i) are too far away 
from the current targets. 

Satisfaction of either of these conditions means that the current requirements may 
be too stringent, i.e., unlikely to be met through local search from x(i). Consequently, a 
relocation is necessary. The specific value of the aforementioned thresholds should take 
into account the shape of the system characteristics. A simple procedure for establishing 
both Fr.min and Dc.max is as follows: 

1. Adjust Dc.max to approximately half of the system bandwidth(s) (frequency-
wise) at the starting point x(0). With this value, satisfaction of the condition 
Dc < Dc.max corresponds to the target frequency (or frequencies) being allocated 
on the slopes of the frequency characteristics near the respective operating 
bandwidths;  

2. Adjust the target operating frequencies to ensure Dc = Dc.max; 
3. Find xtmp as in (4) using D = 1; 
4. Set Fr.min = Fr with Fr computed using xtmp obtained in Step 3. 

The above procedure allows for setting up Fr.min so that it accounts for a typical ob-
jective function improvement under the assumption that the performance requirements 
have been altered to ensure Dc < Dc.max. With this setup, the relocated specifications are 
attainable from the current design using local search. 

For the purpose of subsequent considerations, the relocated target frequencies will 
be denoted as Fcurrent(a)  = [fcurrent.1(a) … fcurrent.N(a)]T. Here, a is a scalar (scaling) pa-
rameter, 0 ≤ a ≤ 1. The entries of the vector Fcurrent are computed as  
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. .( ) (1 )current k c k kf a a f af         for     k = 1, …, N                               (7) 

where fc.k are the components of Fc = [fc.1 … fc.N]T (the vector of the operating frequen-
cies at x(i)). The key factor is an appropriate determination of a. It is set to be the max-
imum number within the interval [0, 1], such that both Fr ≥ Fr.min and Dc ≤ Dc.max at xtmp 
obtained as 

( )

( )

|| || 1
arg min ( ( ), ( ))

i

tmp i
currentU L a

 


x x
x x F                                         (8) 

In practice, a is found by solving a separate optimization process, where it is lowered 
to make sure that both conditions, Fr ≥ Fr.min and Dc ≤ Dc.max, are satisfied for xtmp pro-
duced by (8). The latter is an indication that the performance requirements have been 
relaxed to the extent that makes them attainable from the current design x(i).  

It can be observed that fcurrent.k is a convex combination of fc.k and the original target 
frequency fk. Small values of a correspond to relaxed requirements. Upon convergence 
of the optimization algorithm, the conditions Fr ≥ Fr.min and Dc ≤ Dc.max will hold for 
a = 1 (i.e., the original requirements). This is of course under the assumptions that the 
original specifications are attainable. If this is not the case, the optimization process 
will converge upon approaching the targets as closely as possible. 

The above procedure describes the adaptation of the design requirements for one 
iteration of the optimization process. It is executed before each iteration, i.e., at all vec-
tors x(i), i = 0, 1, …  As a result, the target frequencies are being continuously altered 
throughout the optimization run. An important feature of this technique is that it does 
not incur additional computational costs because the Jacobian matrix required to con-
struct the linear model (cf. (3)) is already available. More specifically, it is generated 
as a part of the normal operation of the optimization algorithm. 

 
2.3 Reference Algorithm: Trust-Region Gradient Search 

The adaptive adjustment of performance requirements can be combined with various 
optimization algorithms. For the purpose of validation, it is incorporated into the trust-
region (TR) framework [27], briefly recalled in the remaining part of this section. We 
aim at solving the problem (1). Toward this end, the TR procedure yields a series of 
vectors x(i), i = 0, 1, …, being approximations to x*. These are generated as 

( ) ( )

( 1) ( )

|| ||
arg min ( ( ), )

i i

i i
current

d
U L

 


x x
x x F                                         (9) 

In (9), the linear model L(i) is constructed using (3), whereas Fcurrent stands for the cur-
rent performance specifications (target operating frequencies). The TR radius d(i) is up-
dated at each iteration based on the gain ratio r, defined as 

( 1) ( )

( ) ( 1) ( ) ( )

( ( ), ) ( ( ), )

( ( ), ) ( ( ), )

i i
current current

i i i i
current current

U U
r

U L U L









S x F S x F

x F x F
                               (10) 

In particular, if r > 0, the candidate design x(i+1) is accepted. In addition, if r is suffi-
ciently large (e.g., r > 0.75), d(i+1) is set to 2d(i); otherwise, if r is too low (e.g., r < 0.25), 
d(i+1) is diminished to d(i)/3. If no objective function improvement is observed, i.e., r < 
0, the candidate design is rejected, and the iteration is repeated with a reduced trust 
region radius. 
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2.4 Optimization Framework 

Figure 3 shows the pseudocode of the optimization procedure combining the trust-re-
gion algorithm and the procedure for adaptive adjustment of performance requirements 
discussed in Sections 2.1 and 2.2. The termination condition is convergence in argu-
ment ||x(i+1) – x(i)|| < , or reduction of the trust region radius below the same threshold, 
i.e., d(i) < . In our numerical experiments (cf. Section 3), we set  = 10–3. More details 
about the TR algorithms can be found in the literature (e.g., [27]).  

3 Verification Examples 

This section demonstrates the operation and performance of the procedure for adaptive 
adjustment of performance specifications introduced in Section 2. We consider two test 
cases, a miniaturized branch-line coupler, and a dual-band power divider. In both cases, 
poor-quality initial designs are employed to emphasize the benefits of the proposed 
adjustment strategy, and to corroborate the efficacy of the method under challenging 
design scenarios. 
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3.1 Compact Branch-Line Coupler 

Consider a compact branch-line coupler (BLC) [28] shown in Fig. 4. The circuit is 
implemented on RO4003 substrate (r = 3.5, h = 0.76 mm) and described by ten inde-
pendent parameters x = [g l1r la lb w1 w2r w3r w4r wa wb]T; we also have L = 2dL + Ls, Ls 
= 4w1 + 4g + s + la + lb, W = 2dL + Ws, Ws = 4w1 + 4g + s + 2wa, l1 = lbl1r, w2 = waw2r, 
w3 = w3rwa, and w4 = w4rwa. The computational model is evaluated using frequency-
domain solver of CST Microwave Studio (~60,000 mesh cells, simulation time 5 min). 

The design objective is to make the circuit operate at the centre frequency of 
f0 = 1 GHz. The matching |S11|, and isolation |S41| should be minimized, and the circuit 
should provide equal power split, i.e., |S21| = |S31|, all at f0. We use the objective function 
(2). The initial design and the final design rendered using the technique proposed in this 
work are shown in Fig. 5 using grey and black lines, respectively. Note that the operating 
frequency at x(0) is approximately 2.2 GHz. Consequently, re-designing the structure to 
1 GHz using local procedures is virtually impossible. In particular, the conventional TR 
routine fails to identify a satisfactory solution. In contrast to that, the approach introduced 
in this paper works yields the design x* = [1.00 0.81 6.91 11.94 0.75 0.99 0.89 0.65 4.05 
0.53]T, which satisfies the original requirements (cf. Fig. 5). Figure 6 shows the evolution 
of the performance specifications (target operating frequency). It can be observed that the 
requirements had to be significantly altered at the early stages of the optimization process, 
then gradually adjusted back to the original value of 1 GHz. Figure 7 shows selected 
intermediate designs obtained in the course of the optimization run. 
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3.2 Dual-Band Power Divider 

The second verification example is a dual-band power divider [29], shown in Fig. 8, 
implemented on AD250 substrate (r = 2.5, h = 0.81 mm). The design parameters are x 
= [l1 l2 l3 l4 l5 s w2]T; w1 = 2.2 and g = 1 are fixed (all dimensions in mm). The compu-
tational model is evaluated in the time-domain solver of CST Microwave Studio 
(~200,000 mesh cells, simulation time 2 min). 

In this case, the circuit parameters are optimized to make the circuit operate at 
f1 = 2.4 GHz and f2 = 3.8 GHz. More specifically, the input matching |S11|, and the 
output matching |S22|, |S33|, as well as isolation |S23| are to be simultaneously mini-
mized at both f1 and f2. Note that equal power split is ensured by the symmetry of the 
structure; therefore, it does not have to be explicitly handled within the objective 
function. Figure 9 shows the initial and the optimized designs (top and bottom panels, 
respectively). It can be observed that the operating frequencies at the initial design 
are severely misaligned with the targets. Conventional TR algorithm fails to identify 
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the optimum design. On the other hand, TR procedure combined with adaptive ad-
justment of performance specifications produces the design x* = [26.86 2.18 21.92 
2.00 3.82 0.50 4.56]T, which satisfied the design requirements (cf. Fig. 9). Figure 10 
shows the evolution of the target operating frequencies, which is consistent with what 
was observed for the first example.  Some of the intermediate designs produced in 
the course of the optimization run along with the corresponding target operating fre-
quencies are shown in Fig. 11. 
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4 Conclusions 

This paper proposed a procedure for adaptive adjustment of performance requirements 
as a tool for improving the reliability of simulation-based design closure of compact 
microwave circuits. The procedure is intended to work with local iterative search rou-
tines (in particular, the gradient-based ones). Its goal is to facilitate identification of the 
optimum design under demanding scenarios, especially in terms of the lack of quality 
starting points. Toward this end, the target operating frequencies are automatically re-
located before each iteration of the optimization process to become attainable using 
local search. The necessary adjustment is quantified using rigorous criteria involving 
the analysis of the system response at the current design. Our methodology has been 
validated through the optimization of two microstrip circuits, a miniaturized branch-
line coupler, and a dual-band power divider. In both cases, satisfactory designs were 
identified despite of poor starting points. The fundamental advantage of the adaptive 
adjustment of performance requirements is that it considerably reduces the sensitivity 
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of the optimization algorithm to the initial design quality. Among others, this feature 
enables dimension scaling of microwave components within broad ranges of operating 
conditions using local procedures, but also eliminates the need for global optimization 
routines, normally required to handle more challenging design closure tasks. The future 
work will include generalization of the presented approach for other types of operating 
conditions (i.e., not necessarily operating frequencies), as well as its application to other 
classes of high-frequency structures (e.g., antenna systems). 
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