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Abstract. Artificial Intelligence has found innumerable applications,
becoming ubiquitous in the contemporary society. From making unno-
ticeable, minor choices to determining people’s fates (the case of predic-
tive policing). This fact raises serious concerns about the lack of explain-
ability of those systems. Finding ways to enable humans to comprehend
the results provided by AI is a blooming area of research right now.
This paper explores the current findings in the field of Explainable Ar-
tificial Intelligence (xAI), along with xAI methods and solutions that
realise them. The paper provides an umbrella perspective on available
xAI options, sorting them into a range of levels of abstraction, starting
from community-developed code snippets implementing facets of xAI re-
search all the way up to comprehensive solutions utilising state-of-the-art
achievements in the domain.
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1 Introduction

Since Artificial Intelligence (AI) models have become sophisticated enough
to outclass many competing approaches in their respective fields, their popularity
has been on the rise [1]. With initiatives such as autonomous vehicles, various
recommendation systems (e.g., used by Netflix or Google Sybil), personal
assistants and many more, intelligent systems are being instilled in everyone’s
lives.

This increasing ubiquity, along with the black-box nature of the best perform-
ing solutions, has led to some serious concerns [1][2][3], such as the questions of
finding whether the model is unbiased [3], guaranteeing the security of the AI
models [4], ensuring the model’s decisions are right [5], or deciding whether to
trust a system, the decisions of which cannot be understood [1].

The need to answer those questions has initiated the concept of Explainable
Artificial Intelligence (xAI) [1]. Its main concern is to deliver the tools and
methods that allow human operators to understand the driving forces behind
the decisions made by AI [6]. The field also relies on the achievements of other
disciplines, such as psychology or sociology [2].
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Following the expansion of deep learning solutions, the search for rational
explanations to the decisions taken by Artificial Intelligence has gained wider
recognition [6]. This very year, a number of papers in the field have been pub-
lished. Some of them present a general overview of the concept [7][8], while others
focus on specific, particular features of the Explainable AI [9][10]. Finally, scien-
tific papers which recommend using xAI in a particular field, or prove how ben-
eficial this kind of application would be, have been published, e.g., [11][12][13],
etc.

At present, the discipline is expanding in a dynamic way, enjoying its renais-
sance [3] and attracting the attention of the biggest corporations, such as Google
[14] and IBM [15].

In other words, the accuracy obtained by AI is not the only factor that must
be considered at this moment. The ability to understand the decision processes
driving AI seems to be of crucial importance, too [5]. This subject has recently
started to attract a wider audience [2]. Therefore, the following paper aims to
become a starting point for exploring Explainable Artificial Intelligence, the
main approaches and available solutions . It is structured as follows: firstly, the
notion of Explainable Artificial Intelligence is introduced, with the criteria for
explanations and some practical issues. Then, an overview of xAI taxonomies
solutions is performed, and lastly, an umbrella perspective of the solutions that
utilise xAI is given. The above approach is summarised in the conclusion section
that follows.

2 Explainable Artificial Intelligence

The following subsection goes into the details of explainable artificial intelligence,
and its advantages over the classical, black box approach to AI are illustrated.

2.1 The issue about the black-box Artificial Intelligence

In psychology, there is the term of the ”Clever Hans effect” [16]. The name
comes from a horse which was famous for its ability to answer questions and solve
arithmetic equations, communicating the results by tapping its hoof. However, it
later turned out that instead of being a genius, the animal could simply read the
cues from the body language of the person asking questions, and stopped tapping
accordingly [1]. Today, the “Clever Hans effect” refers to a situation when, in
the course of a flawed experiment, the questioner cues the desired behaviour in
an unintentional way.

As scientists have learned, this effect is not limited to animals and humans,
but also applies to artificial intelligence models as well. There have been observed
the cases of models that were successful in performing their tasks only when very
specific conditions were met (e.g., a model recognised boats provided that there
was water in the picture, too) [1]. This issue may carry adverse implications.

One of the main concerns of today is related to the application of AI in pre-
dictive policing. For example, it has been brought to the public’s attention that
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some discriminatory practices generated ”dirty data”. The data, having been
directly ingested by the predictive policing system, posed the risk of reinforcing
and amplifying deeply ingrained biases [17]. This in turn might easily have led to
disrespecting individual rights, human dignity and undermining justice [18]. In
fact, it has indeed been observed that the intelligent criminal justice system had
been deciding whether a person deserved parole or not based on their ethnicity
[19]. This particular incident has since become a valid argument illustrating the
need for artificial intelligence to be transparent, especially in high stake decision
processes. An unexplainable system is unverifiable, and therefore untrustworthy.
Probably no end user would wish to trust such a system with their lives. Actually,
the matter caused so much controversy that a few jurisdictions in the US have
ceased their use of predictive policing, whilst in Europe it is being argued that
it would be better to pause the use of it until the systems become explainable
and transparent enough [17].

2.2 Exploring Explainable artificial intelligence

As stated before, the AI-based systems need to be transparent. So much so, in
some cases the transparency has been required by law [3]. Therefore, new solu-
tions needed to be found. Thus, the essence of Explainable Artificial intelligence
has become that, given an audience, an explainable Artificial Intelli-
gence is one that produces details or reasons to make its functioning
clear or easy to understand [20]. In order to start discussing explainabil-
ity, one should then first define the term. In the literature, there exist several
terms which, in the context of AI are often used interchangeably to describe a
very similar concept, i.e. ”explainability”, ”interpretability”, ”understandabil-
ity”, ”comprehensibility”, ”intelligibility” and ”transparency”. However, there
are slight differences between them, or rather, the terms have somewhat differ-
ent undertones, and there is still an ongoing discussion concerning what they
actually mean and what they differ in [1][2][3][20].

In order to clarify this issue, Table 1 presents the meaning of the synonyms
in detail. For the sake of this paper, the term ”explainability” was selected, due
to its broadest scope, active nature and its already established position in the
subject literature.

2.3 The criteria for explanations

Generally, all of those considerations lead to the objective of determining what
constitutes a good explanation. To begin with, as Carvalho et al. highlight,
an important distinction must be made between the aim of achieving a cor-
rect explanation and the best explanation. Generally speaking, there are non-
pragmatic and pragmatic theories of explanation. The former group is
concentrated on achieving correct explanations, while the latter searches for
good explanations [3].

The non-pragmatic theories usually assume that there is only one, true reason
behind the actions of an intelligent system. Their aim is to unveil this reason,
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term definition

explainability

Refers to the extent to which human users are able to comprehend and literally
explain the mechanisms that drive the learning of an AI/ML system [21].
It is an active feature of a model; the term refers to the actions taken by the model
to clarify its inner working [22]

interpretability

Related to the aspects concerning observing the outputs of an AI system. The more
predictable the changes of the system outputs when having switched algorithmic
parameters, the higher the system’s interpretability. Otherwise stated, it concerns
the extent to which humans are able to forecast the results produced by an AI system,
relying on various inputs [21]. It is a passive feature of the model [22]

understandability
Used to describe the situation where the user is able to comprehend and generate
explanations of how the model works (its way of functioning), without being offered
any description of the processes within the learning model [22][23].

intelligibility In the context of AI, it is understood in a very similar way to understandability [22][23].

comprehensibility
Is used to describe the capability of the learning model to outline the knowledge
it has learnt in a manner that the user can understand [22].

transparency
A transparent model is one which does not need any other interface or process
to be understood, i.e. it is understandable by itself [22].

Table 1. The terms used when discussing explainability in the context of AI

but whether or not it is understandable for an audience, is beyond their concern.
On the other hand, the pragmatic theories include the listener as an important
part of the whole process. Explanation must be formulated in the manner that
the audience can understand and use.

The pragmatic theory adds a powerful tool to the theoretical arsenal of xAI
researchers and designers: the Rashomon effect [3]. It states that an event
can have multiple explanations; i.e., more than one explanation can actually
be found, and a person can select the one that fits their goals best, while still
keeping some level of ”truthfulness”. However, though certainly useful, it still
leaves the matter of selecting the”best” explanation from all of the ”good” ones.

There have been a number of attempts to solve this issue [1]. General guide-
lines, as well as more objective measures of quality have been suggested. For ex-
ample, Hansen and Rieger present the ”xAI Desiderata”, proposed by Swartout
and Moore in 1993:

1. Fidelity: the explanation must be a reasonable representation of what the
system actually does.

2. Understandability: Involves multiple usability factors including terminol-
ogy, user competencies, levels of abstraction and interactivity.

3. Sufficiency: Should be able to explain function and terminology, and be
detailed enough to justify decision.

4. Low Construction Overhead: The explanation should not dominate the
cost of designing AI.

5. Efficiency: The explanation system should not slow down the AI signifi-
cantly[1].

Though developed in the context of expert systems, it still remains true for mod-
ern AI systems. It also presents a challenge for the community, because designing
a solution that adheres to all the principles is not an easy task. As regards the
Quantitative Interpretability Indicators [24][25], that is the indicators that
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can be measured and compared, there have been the attempts to formulate those,
preferably in a universal manner. The Axiomatic Explanation Consistency
Framework[25][26] is one of such endeavours. It measures to what degree an
explanation method achieves the objective of attaining explanation consistency,
and is based upon three axioms [3]:

– Identity - Identical objects must have identical explanations.
– Separability - Nonidentical objects cannot have identical explanations.
– Stability - Similar objects must have similar explanations.

2.4 A range of practical issues

Besides the above-mentioned theoretical aspects, there exist a number of other
practical issues. At present, most top performing models are Artificial Neural
Networks (ANN). These work by utilising layers of connected computation units
called neurons [27]. Though each one on its own is only able to solve simple
mathematical problems, together they form complex equations capable of diag-
nosing cancer, for instance [28]. This ability to generate more abstract concepts
based on the simpler ones [29] is what gives Neural Networks their power, but is
also the main reason for why achieving their explainability is a non-trivial task.
There can be thousands or millions of neurons that interact with one another.
Somehow, they are able to form some sort of representations that allow perform-
ing advanced tasks. How can those concepts be grasped, though? And even if
one is able to frame the concept, the question remains of how to present it to
people in an understandable way. Finally, there are also the issues of accuracy
loss and a drastic increase of additional overhead.

3 An overview of xAI taxonomies

In the recent years, many approaches to explainability have been developed.
Many attempts at taxonomising the domain have also been undertaken. One
of those attempts can be found in [30]. A comprehensive and in-depth survey
on xAI can be found in [31], where authors place considerable effort to handle
the formalisms and multidisciplinarity of the field. A brief attempt at a user-
centered taxonomy was placed in [32]. A preliminary taxonomy of human subject
evaluation can be found in [33]. There is also a comprehensive taxonomy of
xAI presented in [20], which includes the methods for both shallow and Deep
Learning (DL).

To begin with, the main division present within xAI should be pointed out,
i.e., the distinction between the models that inherently have some level of ex-
plainability and the ones that need to utilise external means to achieve it. Arrieta
et al. present further decomposition of the first category based on the domain,
within which the model is transparent [20]. They highlight three main classes:

1. Simulatable models - the models that can be fully comprehended and
simulated by humans,
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2. Decomposable models - the models that every part of which, i.e., input,
parameter and calculation, can be explained,

3. Algorithmically transparent models - the process that generates the
output can be understood by a man [20].

Generally, linear models, decision trees rule-base systems etc. are inherently
transparent, with the degree varying across the mentioned domains. Neverthe-
less, with the increasing complexity, these explainable properties can be lost. For
example, in case of decision trees, when they get too deep and wide, it becomes
quite difficult to follow the paths that a system uses to generate predictions [34].

Unfortunately, most models do not possess this natural transparency; there-
fore, external methods are needed. Those techniques fall into the wide category of
the post-hoc explanations. They ”aim at communicating understand-
able information about how an already developed model produces its
predictions for any given input” [20]. In other words, they make opaque
system explainable to some degree.

The post-hoc methods are further split into the model agnostic and model
specific ones. The former means that a method can be used by different Ma-
chine Learning models, while the latter marks those designed to explain specific
algorithms. Of course, those can be divided even further. The authors of [20]
propose to organise the agnostic methods as follows:

– Feature relevance explanation - the techniques based on measuring the
importance that each feature has for the model’s prediction,

– Explanation by simplification - the methods where a new, simpler model
is built. It resembles the original and keeps a similar performance score, but
the level of its complexity has been lowered,

– Visual Explanation - as the name suggests, the algorithms belonging to
this category employ some form of graphical representation to explain an
opaque model.

A good example of an agnostic method is the Local Interpretable Model-
Agnostic Explanation (LIME) [35], which trains an interpretable linear model
around the prediction. It falls into the category of ”explanation by simplification”
and has achieved a significant popularity [1]. Another popular agnostic method
is Shapley Additive exPlanations (SHAP)[36]. It is a game-theory based
framework that calculates an additive feature importance score for each predic-
tion using the Shapley values [20].

As already mentioned, the model specific approaches are designed for par-
ticular algorithms. Although they lose the flexibility offered by the agnostic
approaches, they may allow for a higher level of fidelity and accuracy. All in all,
they were made to leverage the traits of the model they explain. Though the
tools are being searched for which can explain shallow models, such as Sup-
port Vector Machines (SVM), the main focus is on something else. Since
the top performing artificial intelligence systems are usually based on deep learn-
ing, it should be no surprise that the methods designed to explain them attract
the most attention [20]. There is a variety of approaches dedicated to them. It
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should be mentioned though that many agnostic methods prove useful for ex-
plaining various aspects of deep networks, e.g., the SHAP [36] or LIME [20].
Nonetheless, there are the methods that make sense only with ANN. Layer-
wise relevance propagation (LRP)[37] is an example of such a method [1].
Founded theoretically on Deep Taylor decomposition, it propagates the output
backwards through the network in order to calculate the impact of the input.
Like in the case of image recognition, it is expected that the pixels representing
the object one wants to detect have a higher score than the others. Of course,
it is not the only one. In addition, there are the attribution methods, such as
Grad-CAM, hybrid approaches, the systems which combine other deep learning
algorithms to automatically generate textual explanation, and many other ways
to achieve explainability of DL systems [20]. The final section of this paper will
present several of them.

4 An overview of xAI Solutions

4.1 xAI Methods

Developers and scientists have been looking for practical solutions that will fulfil
the pressing need for xAI in modern intelligent systems [1]. This search has
ultimately led to the creation of many new algorithms, together with the ways
to use them in practice.

To begin with, there are standalone methods developed that are available to
the community. Those usually take the form of a source code which the developer
can download from the portals like GitHub. In some cases, standard copy-paste
procedures are enough to use them as part of the program. This is a rather
”low-level” approach. When there is the need for more of them, it can quickly
become cumbersome and unpractical; even more so if each one of them has its
own set of dependencies.

4.2 xAI Libraries and Frameworks

One level of abstraction above the code fragments there are modules, libraries
and frameworks. Those provide the practitioners with whole collections of meth-
ods in a single package. iNNvestigate [38] is a good example. This library can be
simply imported using Python’s package manager pip. It allows a developer to
quickly use algorithms such as PatternNet, PatternAttribution [39], and differ-
ent variants of LRP [40]. Another representative for this category is Skater [41].
It provides completely different methods from iNNvestigate, like bfPartial De-
pendence or LIME.

The last example for this category is the AI Explainability 360 Open
Source Toolkit from IBM. It presents itself as one of the best frameworks
currently available for the practitioners. It offers a diverse selection of algorithms
like ProtoDash [42] or Contrastive Explanation Method (CEM)[43], even
improving some of them [15]. Additionally, in contrast to the libraries mentioned
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earlier, it also provides some metrics to evaluate the quality of the explanation,
though it is still quite limited. All of this is backed up by an extensive amount of
materials, tutorials and guidelines, which makes it easier to start working with
xAI.

4.3 xAI as Part of the System

A popular alternative for frameworks is designing and implementing solutions
integrated into a specific system. The main benefit of this approach comes with
full customisation, allowing to cater for the specific needs of stakeholders and
their product. Explainability is therefore a natural part of the whole and should
seamlessly integrate with the rest of the solution. On the other hand, the main
disadvantage is the need for additional resources necessary to develop an xAI
module from scratch. Additionally, this solution requires the personnel to have
expert knowledge about the subject. Therefore, it is suggested to follow this path
only if there is a viable reason to do so.

An example from the financial technology market is Flowcast [44]. The solu-
tion offers machine learning products for money lending companies. Smartcredit
is one of them and is supposed to help in making decisions about financing thin-
file small and medium-size enterprises (SMEs), i.e., companies with small
amount of traditional financial data used by banks in classic loan application
process. This often leads to the rejection of such applicants, although some of
them are potential good clients. The creators of the solution claim that this
market offers 540 billion dollars’ worth of financeable opportunities. Therefore,
their system was designed to collect information from non-traditional sources
like transaction data, to help the lender get a better picture of an SME com-
pany and assess the risks more accurately. Their platform supports a selection of
ML algorithms, one of them being a variant of the boosted trees algorithm [45].
As explainability is crucial in the finance sector and the mentioned algorithm is
naturally opaque, they had to find a way to clearly explain system assessments.
Thus, they use SHAP along with Natural Language Processing (NLP) to
generate plain-text sentences explaining the output in layman’s terms. This is
supposed to provide the description of why the system made such a decision,
what must be done to change it and the level of confidence in it. They highlight
it that the risk professionals employing their platform can access up to top ten
reasons why each decision was made. The quality of those explanations is tested
by focus groups comprised of risk management professionals and consumers.

The concluding examples of system with an integrated xAI module come
from the area of cybersecurity. There is work in the domain of xAI geared to-
wards explaining the decisions of Artificial Neural Networks used as an intrusion
detection system. The solution leverages aggregations of decision trees to find the
closest explanations for a classified sample [46] To protect network environments
from unwanted, malevolent activity, intrusion detection systems (IDS) are
deployed. As mentioned earlier, the systems that employ some form of ML have
become very popular. The ones with best performance usually utilise some form
of deep learning. As it was explained in [3], this opaqueness raises concerns and
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fosters lack of trust. This is a serious issue in the field of cybersecurity, where
a wrong decision can lead to dramatic consequences. An expert needs clear un-
derstanding, in order to be able to make the right decisions. The authors of
[6] present a way to help with that. On a sample dataset, they have trained
two deep neural networks to act as IDS. Then, they attached an explainabil-
ity module that uses the earlier-mentioned SHAP algorithm. The explanation
is provided using simple charts that clearly show the features and their contri-
butions. Additionally, the paper introduces a new way to show global relations
between feature values and classes. It still needs extensive testing to prove both
feasibility and resistance to sophisticated types of attacks. As a final note, it
should be clarified that the authors of [6] present their solution as a framework.
In this paper, the framework is treated as a collection of ready-made algorithms
and tools that support some way of developing a piece of software. Therefore,
because this solution would still have to be implemented and integrated into an
IDS by a developer, it was placed in this subsection.

As all of the examples above illustrate, ”xAI as part of the system” is, even
with its shortcomings, a valid and fairly popular approach. However, it is not a
proper solution if one does not have the knowledge and resources necessary to
use xAI this way. Similarly, this is not the best solution for those who only want
to validate a model or gain some additional insights into the data without a
’deep dive’ into the domain. The last subsection proposes solutions to this issue.

4.4 xAI as a Service

In this section, a promising way of delivering xAI to the companies, develop-
ers and scientists is discussed. It is called ”xAI as a Service” (xAI-S). As
mentioned earlier, implementing the explainable part manually has its unique
benefits. However, in most cases it would need excessive resources and would
not prove to be as worthy in the long run. Following, there are several examples
of xAI lending services.

One company offering such service is called DarwinAI. On their website
[47], they present The Gensynth Platform. It is designed to help developers
build deep learning models faster, by automatic generation of high performance
neural networks that can be deployed in many environments. The fact that it also
offers explainability is even more important from the point of view of this work.
Their materials show that this is achieved by Generative Synthesis. The crux
of it is to use another AI model, which will learn how the observed ANN works
and generate a compact version of it. Thanks to this, a mathematical model
explaining the decision process can be constructed. So far, it has been applied
by companies such as Intel, Nvidia and Audi.

Fiddler Labs also offer their own system that helps to achieve explainability
[48]. However, while the DarwinAI tool seems to focus more on supporting quick
development of deep learning models, Fiddler is all about xAI. While it offers a
way to understand AI predictions using methods such as SHAP or Integrated
Gradients[49], it does not limit itself to them. The official materials highlight
other capabilities of the platform, like continuous monitoring of the deployed
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models. It can be utilised to detect abnormalities in deployed models or catch
data anomalies by rising settable alerts. The system also investigates feature
relationships, for example by comparing distributions across dataset splits or
explaining performance within a specific subset. Last but not least, it allows to
test ”What-if scenarios” i.e. check how different values of input features impact
model’s decisions [48]. All of that is complemented by the inclusion of human
feedback in the workflow, and modern user interface.

The final example illustrates that even the biggest corporations are devel-
oping an interest in xAI and the possibilities it offers. Google Explainable AI is
a part of the Google Cloud platform and has been released in beta version. It
is a collection of ready-made tools and frameworks, rather than a streamlined
solution, providing a supplement for other products offered by the Google AI
Platform. Nevertheless, some of the solutions, like the What-If Tool, can be
used within a range of environments. Owing to its diverse nature, it is hard to un-
ambiguously classify this whole collection into one category. Nonetheless, these
tools are developed to support an existing development service, so the platform
roughly falls into the same category as Fiddler and Darwin AI. The mentioned
frameworks and tools offer a range of advantages. The mentioned What-If Tool,
for example, allows checking feature attribution, test different scenarios to see
their impact on the model, examine it for fairness, compare it with others and
more; all of that delivered in the form of an interactive dashboard. The official
website presents the full list of features and tools available, along with in-depth
descriptions, guidelines and tutorials [14]. The platform integrates xAI imple-
mentations of Axiomatic Attribution for Deep Networks [49], Sampled Shapley
[50], eXplanation with Ranked Area Integrals (XRAI) [51] and others.

There are of course many more startups, products and frameworks that either
offer or utilise explainability, which are not included in this this section; Rulex
[52], Kyndi [53], H20.ai [54], to name just a few [55].

4.5 Current Initiatives and Research Projects

Apart from business and development solutions mentioned in previous sections,
there are also several research initiatives and projects looking into the future of
AI and xAI.

Obviously, most research projects worked on explainability for image recog-
nition and image retrieval tasks. However, there are projects that touch upon
many other domains, like physics etc.

Explainability is one of the challenges recognized by the SPARTA, a Hori-
zon 2020 cybersecurity pilot project, funded by the European Commission. In
particular, SAFAIR Programme (Secure and Fair AI Systems for Citizens) of
the H2020 SPARTA project focuses on security, explainability, and fairness of
AI/ML systems, especially in the cybersecurity domain [56]. Explainability is
also one of the factors closely interlinked with ELSA (ethical, legal, societal)
activities of SPARTA. Both the SPARTA project and the SAFAIR Programme
have started in 2019, and the results are expected by 2022.
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Explainability in cybersecurity domain is very challenging (not as visually
comprehensible as heatmaps of images), but such aspects are also in the agenda
of SIMARGL (Secure Intelligent Methods for Advanced Recognition of Malware
and Stegomalware) project working on malware and stegomalware detection
mechanisms.

Another H2020 project dealing with the explainability of AI solutions is the
Transparent, Reliable and Unbiased Smart Tool for AI (TRUST). It aims at
creating an AI platform which is going to be trustworthy and collaborative, and
employ explainable by design models and learning models. All the while, the
learning process that is going to be adopted is said to be ”human-centric” and
integrate cognition [57].

In her plenary talk, [58] explored the research field of xAI, used to ”overcome
the shortcomings of pure statistical learning” and provide the results in the form
that could be comprehended by human users [58].

5 Conclusions

This paper discusses the concept of xAI and describes some of its noteworthy
solutions.

Explainability is worth being brought to AI models for a variety of reasons:

– Explainability helps to root out the ”Clever Hans” models [1]. An
opaque model is by its nature difficult to debug or verify. In that case, only
the results are visible, not the process. It forces a developer to follow tedious
and inefficient approaches in order to find possible inconsistencies. This slows
down the whole development and makes it unstable, which in turns increases
the risk of obtaining faulty models. However, if the decision process is clear
to the designer, many potential problems immediately become apparent.

– Explainability is a cornerstone of reliability. This statement results
directly from the previous one. Deployed models face challenges such as
Concept Drift (changes in the hidden context that can induce more or less
radical changes in the concept of interest [59]) and Data Decay[60]. These
are caused by the change of data relevance and its dynamics over time. To
alleviate those, both the model and data have to be regularly verified to stay
relevant, and, consequently, reliable.

– Explainability brings trust in the system’s decisions [1]. People will
not use the tools they do not trust. It is especially true when the stakes are
high. A physician deciding about the treatment needs to know the reasons for
the system reaching such a diagnosis in order to verify it and decide whether
they should agree with it or not. Either way, a clear picture is necessary to
make a decision based on AI system’s output.

– Explainability reduces bias and supports fairness [3]. By understand-
ing the principles behind system’s decision, it is possible to identify unwanted
biases that are present in a dataset. This helps to build models that sup-
port our modern ethics, instead of deepening unfair treatment based on race,
gender or orientation.

ICCS Camera Ready Version 2021
To cite this paper please use the final published version:

DOI: 10.1007/978-3-030-77970-2_1

https://dx.doi.org/10.1007/978-3-030-77970-2_1


12 M. Szczepański et al.

– Explainability allows to gain additional insights into the domain
[1][31]. An explainable system can detect and unveil unknown relations
present in the data. This may lead to new discoveries and studies, making
the transparent AI models valuable for the scientific community.

Raising awareness about AI explainability and implementing it across vari-
ous sectors is still an ongoing process. Even though the questions of explaining
AI models to people without losing their accuracy are not easy, the scientific
community keeps searching for answers. Since xAI enjoys its renaissance, many
new approaches were developed in the recent years [20]. Though a perfect one
does not exist, a lot of them show promise and have already proved to be useful.

We hope, this work may serve as a reference point to understand the various
tools and xAI solutions/problems better.
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